Validation of DWI pre-processing procedures for reliable differentiation between human brain gliomas
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Abstract

Diffusion magnetic resonance imaging (dMRI) is a powerful tool in clinical applications, in particular, in oncology screening. dMRI demonstrated its benefit and efficiency in the localisation and detection of different types of human brain tumours. Clinical dMRI data suffer from multiple artefacts such as motion and eddy-current distortions, contamination by noise, outliers etc. In order to increase the image quality of the derived diffusion scalar metrics and the accuracy of the subsequent data analysis, various pre-processing approaches are actively developed and used. In the present work we assess the effect of different pre-processing procedures such as a noise correction, different smoothing algorithms and spatial interpolation of raw diffusion data, with respect to the accuracy of brain glioma differentiation. As a set of sensitive biomarkers of the glioma malignancy grades we chose the derived scalar metrics from diffusion and kurtosis tensor imaging as well as the neurite orientation dispersion and density imaging (NODDI) biophysical model. Our results show that the application of noise correction, anisotropic diffusion filtering, and cubic-order spline interpolation resulted in the highest sensitivity and specificity for glioma malignancy grading. Thus, these pre-processing steps are recommended for the statistical analysis in brain tumour studies.
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1 Introduction

Diffusion weighted magnetic resonance imaging (dMRI) is a powerful modern imaging modality in research and clinical applications that allows one to efficiently probe and visualise the structure and function of the human anatomy in vivo. In particular, human brain studies actively exploit the capabilities of dMRI to detect, localise and estimate the degree of injury for different brain diseases such as stroke [1,2], traumatic brain injuries [3,4], and, especially, neurooncology [5–8]. The striking peculiarity of dMRI is the ability to exploit the motion of water molecules on the micrometer scale and to convert obtained information into a meaningful image [9]. However, the simplified visualisation of neuronal tissue, such as diffusion tensor imaging (DTI), found widespread applications [10] whereas the accurate theoretical description of biophysical models of water diffusion in biological tissue is still puzzling and remains a challenging problem [11].

Different approaches exist for the interpretation of the diffusion signal attenuation. The simplest and most often used approach is to fit the signal decay using mono-exponential function. In this case one can describe the behaviour of water diffusion by a second-order symmetric tensor D. Its elements can be determined by measuring the apparent diffusion
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coefficients in at least six non-coplanar directions. Alternatively, a cumulant expansion of the signal decay allows one to take into account second order effects, specifically the so-called apparent kurtosis coefficient [12,13] and reconstruct diffusion kurtosis tensor. Tensor-based approaches allow us to reconstruct either the symmetric second order diffusion tensor, using 6 non-coplanar diffusion directions or complementary the fourth-order symmetric diffusion kurtosis tensor (also known as diffusion kurtosis imaging (DKI)) by acquiring 15 diffusion directions. Well known limitations of the tensor based approaches such as the difficulties in explanation of the underlying microstructure motivated further attempts to describe the diffusion process in terms of biophysical model. One of the promising and popular models is neurite orientation dispersion and density imaging (NODDI) [14]. In order to model the axon bundle NODDI uses a bunch of zero-radius cylinders with impermeable cylinder walls, i.e. one assumes that diffusion in the perpendicular direction to the axon axis is negligible. The directional dispersion of the axonal bundle can be described by the orientation distribution Watson or Bingham functions [14,15]. Thus, NODDI allows us to describe water behaviour in three principle diffusion compartments, namely, intra- and extra-axonal spaces, and free water pool. Therefore, the NODDI model already found multiple applications in neuroimaging [16–18] and still keeps evolving.

The derived scalar metrics of diffusion approaches such as DTI or DKI are extensively used in neurooncology studies [7,8,17], for example, in glioma grade differentiation [5,19]. The World Health Organisation (WHO) divides the glioma grades into four groups [20] according to their malignancy. Reliable glioma differentiation is a critical procedure for the selection of treatment strategies, evaluation of radiochemotherapy, and prognosis of survival rates. The “gold standard” in the glioma grading is still based on histological and immunohistochemical features of the tumour such as cellular atypia, proliferating index, mitotic activity, and the presence of necrosis. The grading examination often requires invasive procedures such as biopsy or surgical resection with associated risks. In contrast, dMRI offers a non-invasive alternative, with the potential to perform the glioma malignancy differentiation using diffusion scalar metrics provided by the chosen diffusion approach [5,7,8].

It is known that accuracy and precision of diffusion metrics strongly depend on the details of the workflow [21–26]. Thus, all typical steps in raw data pre-processing such as noise correction, motion and eddy-current corrections, smoothing of diffusion data and applied estimation algorithms are very important and may impact the subsequent analysis. Unfortunately, to the best of our knowledge, there is no systematic comparison of the pre-processing approaches for the case of glioma differentiation. In the present work, we show effects of different pre-processing steps on the glioma grading problem using the biomarkers derived from DTI, DKI and NODDI. As the result of this study, we determine the most reliable pre-processing workflow, which can be a powerful complement for clinical use.

2 Methods and materials

The study was approved by the Burdenko Neurosurgery institutional ethics committee. Written informed consent was obtained from all patients. 24 patients with supratentorial gliomas were enrolled in the study. All patients had undergone MRI screening at the Burdenko Neurosurgery Institute where they were treated. All gliomas were newly diagnosed, without any radiation, surgery or chemotherapy treatments. Patients with different oncological history were excluded. All patients underwent tumour removal or stereotactic biopsy 1-2 weeks after the MRI examination. The diagnosis of glioma and WHO grade were confirmed by histology and immunohistochemical examination in all cases. According to the generally accepted approach [20], the gliomas were categorised into glioma grades II, III, and IV. The study included 16 patients with high grade glioma (HGG) (8 patients with glioma-IV and 8 patients with glioma-III) and 8 patients with low grade glioma (LGG) (8 patients with glioma-II). The group of patients with glioma-IV consisted of the subjects with glioblastoma. The group of patients with glioma-III consisted of 8 subjects with anaplastic astrocytoma. The group of patients with glioma-II consisted of 8 subjects with diffuse fibrillary astrocytoma. The study included 16 males and 8 female patients in the age range from 18 to 59 years.

All patients underwent MRI examination with a 3T GE scanner using a diffusion-weighted spin-echo echo-planar imaging sequence with three b-values 0, 1000, and 2500 s/mm² and 60 non-coplanar diffusion gradient directions for each non-zero b-value. Other diffusion protocol parameters were: repetiton time (TR) = 10000 ms; echo time (TE) = 103.4 ms; field of view (FoV) = 240 × 240 mm²; matrix-size 80 × 80; slice thickness 3 mm; intersection gap 0 mm; total number of slices 32; number of excitation (NEX) = 1; total acquisition time 22 min. Additionally, we acquired anatomical reference images: T₂-weighted images (TR = 4300 ms; TE = 85 ms; turbo factor = 21; FoV = 240 × 240 mm²; matrix-size = 512 × 512; slice thickness = 3 mm; intersection gap = 0 mm; NEX = 2); T₂-FLAIR-weighted images (TR = 9500 ms; TE = 120 ms; inversion time (TI) = 2250 ms; FoV = 240 × 240 mm²; matrix-size = 352 × 325; slice thickness = 5 mm; intersection gap = 0 mm; NEX = 1); T₁-weighted images were recorded with and without Gd contrast agent (0.1 mmol/kg), using the parameters TR = 875 ms; TE = 85 ms; FoV = 240 × 240 mm²; matrix-size = 384 × 384, slice thickness = 3 mm, intersection gap = 0 mm; NEX = 2.

Prior to any estimations of the diffusion scalar metrics, the original raw diffusion data were corrected for eddy-current distortions and motion artefacts using coregistered affine transformations with the mutual information as a quality criterion. The coregistration procedure was implemented in the
ElastiX software [27] and later visually inspected for high b-values. The diffusion gradient directions were corrected with the same transformations, using in-house Matlab scripts (MATLAB, The MathWorks, Natick, MA USA) [22].

We divided the data sets into five groups:

- **Data 1**: raw data without any additional processing;
- **Data 2**: diffusion data with applied noise correction using the non-central $\chi^2$ distribution [28]:

$$P(S, \sigma, L) = \frac{L-1}{\sigma^2} S^L e^{-\frac{s^2 + \sigma^2 L}{2\sigma^2}} I_{L-1} \left( \frac{A L S}{\sigma^2} \right) u(S),$$

where $L$ is the number of coils used for parallel imaging, $\sigma^2$ is the noise variance, and $I_L(\cdot)$ is the $L$th order Bessel function of the first kind and $u(\cdot)$ is the Heaviside step function; $A_L(x) = \sqrt{\sum_{i=1}^{L} |A^2(x)|^2}$. Each diffusion weighted image was a subject for noise correction separately;
- **Data 3**: filtered Data 2 with 3D Gaussian smoothing kernel of 1.5 mm$^3$ implemented in Convert3D utility [29]; After a step 2, each diffusion weighted image was a subject for Gaussian filter in order to any diffusion metric estimation. It is important difference in our pre-processing steps, i.e. conventionally, the smoothing algorithm is applied to the final diffusion metrics directly.
- **Data 4**: Data 2 with anisotropic diffusion filtering based on the Perona-Malik algorithm [30] with the conductance of 0.8 and 100 iterations implemented in the Convert3D utility [29]. In contrast to the Gaussian filter the anisotropic diffusion smoothing allows one to keep the boundaries between image contrasts, i.e. to produce less blurring data. An application of Perona-Malik filter was performed in prior to any diffusion metric estimation.
- **Data 5**: a third order spline interpolation was applied to Data 2, using the Convert3D utility [29] in addition to the anisotropic diffusion filter based on the Perona-Malik algorithm. As a result, we obtained a higher spatial resolution of $1.5 \times 1.5 \times 1.5$ mm$^3$. This interpolation is an important step for further finer tumour delineation and masking [31]. Note, that pre-processing corrections were done separately to each diffusion weighted image in prior to any scalar metric estimation.

In the case of DTI the diffusion signal attenuation $S$ is described by mono-exponential function: \( \ln(S/S_0) = -b \cdot D_a \), where $S_0$ is the signal without diffusion weighted gradients, $D_a$ is the apparent diffusion coefficient [9] and $b$ is the diffusion weighting (so-called $b$-value). The diffusion tensor elements can be determined by measuring the apparent diffusion in at least six non-coplanar directions $\vec{n}$, with \( \ln(S_a/S_0) = -b \cdot \vec{n} \cdot \vec{D} \cdot \vec{n} \). In turn, the cumulant expansion of the signal decay DKI describes the quadratic effect as a function of $b \cdot D_a$ [12,13]:

$$\ln \left( \frac{S}{S_0} \right) = -b \cdot D_a + \frac{1}{6} (b \cdot D_a)^2 \cdot K_a,$$

where $K_a$ is the apparent kurtosis value. To estimate the full fourth-order kurtosis tensor at least 15 diffusion directions are demanded.

In order to describe the underlying microstructure, NODDI model exploits a decomposition of the diffusion signal into three terms [14,32]:

$$\frac{S}{S_0} = (1 - \nu_{iso}) (\nu_a \cdot S_a) + (1 - \nu_a) S_e + \nu_{iso} \cdot S_{iso},$$

where $S_a$ is the signal of the intra- and $S_e$ of the extra-axonal spaces, respectively, $S_{iso}$ is the signal of the isotropic water compartment. The fractions of the compartments are presented by $\nu_a$ as the intra-axonal fraction and $\nu_{iso}$ as the fraction of free water. The normalised diffusion signals of intra- and extra-axonal spaces depends on the mutual orientation of axon bundle $\vec{n}$ and diffusion encoding direction $\vec{q}$ [14]:

$$S_a = \int_{S^2} f(\vec{n})e^{-b D_a \cdot (\vec{q} \cdot \vec{n}})^2) \, d\vec{n}$$

$$\log S_e = -b \cdot \vec{q}^T \cdot \left( \int_{S^2} f(\vec{n})D(\vec{n})d\vec{n} \right) \cdot \vec{q},$$

where $D(\vec{n})$ is the cylindrically symmetric tensor with the principle direction of diffusion $\vec{n}$, diffusion coefficients $d_{\parallel} = D_a$ parallel to $\vec{n}$ and $d_{\perp} = D_a \cdot (1 - \nu_a)$ perpendicular to $\vec{n}$; $D_a$ is the intrinsic diffusion coefficient along the axon. The orientation distribution function $f: S^2 \rightarrow R$ describing the axonal dispersion based on a Watson distribution is:

$$f(\vec{n}) = M \left( \frac{1}{2} ; \frac{3}{2} ; \kappa \right)^{-1} \exp \left( \kappa (\vec{\mu} \cdot \vec{n})^2 \right),$$

where $M$ is a confluent hypergeometric function, $\vec{\mu}$ is the mean axon orientation, and $\kappa$ is the concentration parameter that measures the extent of orientation dispersion about $\vec{\mu}$ [14,32]. The orientation dispersion index (ODI) is defined as [32]

$$\text{ODI} = \frac{2}{\pi} \arctan \left( \frac{1}{\kappa} \right),$$

where ODI is limited by [0,1] range. Tract density (TD) and isotropic fraction (ISO) metrics are represented by appropriate fraction parameters $\nu_a$ and $\nu_{iso}$, respectively, in Eq. (3).

In order to extract the NODDI model parameters a few important assumptions should be done: 1) intra-axonal and
Figure 1. Averaged DTI metrics such as mean diffusivity (MD), radial diffusivity (RD), axial diffusivity (AD), and fractional anisotropy (FA) are presented. The colour bars are grouped for tumour grades II, III and IV, respectively.

extra-axonal diffusivities are equal: $D_a = d_1^a$; 2) intra-axonal diffusivity is fixed $D_a = 1.7 \mu m^2/ms$. As a result, the estimated parameters are $v_r$, $v_{iso}$, and $\kappa$. Note, that fitting of Eq. (3) demands a constraint optimisation algorithm recalling made assumptions for $S_r$, $S_a$, and $S_{iso}$ signals [14]. In turn, in Ref. [33] authors have shown that the optimisation problem has two equivalent physically meaningful solutions. Therefore, it is impossible to predict to what kind of local minima the solution converges.

Complex diffusion models such as NODDI are computationally very demanding [33], in particular, for highly reproducible robust assessments of the diffusion metrics. To reduce the computational complexity, we divided the optimisation into two steps: the first estimation is a simple single start minimisation with the gradient descent algorithm. On the next stage we localised the ill-conditioned voxels where the ODI values are equal to 0.704833. In these voxels, the gradient descent algorithm has converged to a local minimum, as the result of non-optimal starting values for the NODDI model. In turn, the local convergence problem leads to flat contrast clusters in the scalar diffusion metrics, which can be easily identified. For these voxels, we changed the optimisation scheme to multi-start, with a stronger perturbation of the initial guesses obtained from the first step. As a result, the second step reduced the number of ill-conditioned voxels significantly.

The following DTI and DKI scalar metrics were estimated with ExploreDTI [34]: mean, radial, axial diffusivity (MD, RD, AD, respectively), fractional anisotropy (FA), mean, radial, axial kurtosis (MK, RK, AK, respectively), and anisotropy of kurtosis (KA). In order to reduce possible variability based on the applied estimation algorithm [25] we used a linear weighted algorithm. NODDI scalar metrics were derived from fitting of dMRI data following Eq. (3) and original Matlab toolbox\(^1\).

The tumour masking for all subjects was performed using Data 4 and Data 5 independently by a trained neuroradiologist using the ITK-SNAP toolbox [29]. Regions of interests were drawn manually around the solid tumour parts with the highest values of MK metric in the tumour. The accuracy of the tumour masking was tested in accordance with T1- and T2-weighted images. Instead of using the whole heterogeneous region of the solid tumour, we assumed that a tissue with the highest tumour grade is localised within the area with the highest MK values [5,7,8]. In this manner at least three slices were masked for each patient.

All statistical tests were performed using in-house Matlab scripts and the Matlab statistical toolbox.

3 Results

In order to present the absolute values of all diffusion metrics depending on the glioma grades we averaged each scalar diffusion metric over all patients in the group. Averaged DTI metrics over all patients for each tumour grade group are presented in Fig. 1. Interestingly, all metrics decrease with increasing malignancy grade with the exception of the FA values. The non-interpolated Data 1–4 exhibit almost the same mean values and standard deviations in all metrics, in contrast to the Data 5.

\(^1\) http://mig.cs.ucl.ac.uk/mig/mig/index.php/?n=Tutorial.NODDImatlab
Averaged DKI metrics are presented in Fig. 2. Similar to the DTI metrics, all of the averaged metrics show a monotonous increase with glioma malignancy.

Averaged NODDI metrics are presented in Fig. 3. The scalar metrics from Data 5 differ strongly from the Data 1–4.

In order to answer the question: do different pre-processing approaches produce significantly different diffusion metrics inside of each glioma grade group, we performed Kruskal–Wallis tests [35] for the mean values of each diffusion metric. The statistical tests for all diffusion metrics were performed twice: first for all data sets and then for Data 1–4.

The results of the tests are presented in Table 1. The significance criterion was $p < 0.05$. The $H_0$ hypothesis (no significant difference between mean values) was always accepted for the Data 1–4. The Kruskal-Wallis tests did not find a significant difference in all diffusion metrics with and without Data 5, except for KA values in glioma grade-II, TD and ODI metrics for glioma grade-II, and ISO values in glioma grade-IV by including Data 5.

In order to perform a glioma differentiation between three malignancy grades we applied the two-side pair Wilcoxon-Mann-Whitney tests. The diffusion values were

![Figure 2: Averaged DKI metrics such as mean kurtosis (MK), radial kurtosis (RK), axial kurtosis (AK) and kurtosis anisotropy (KA) are presented. The colour bars are grouped for the tumour grades II, III and IV, respectively.](image1)

![Figure 3: Averaged NODDI metrics such as tract density (TD), isotropic volume fraction (ISO) and orientation dispersion index (ODI). The colour bars are grouped for the tumour grades II, III and IV, respectively.](image2)
Table 1
Results of the Kruskal-Wallis tests within each glioma grade for the Data 1–4 and ex-/including Data 5. The crosses means that the $H_0$ hypothesis is accepted (no significant difference).

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Without Data 5</th>
<th>With Data 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>II</td>
<td>III</td>
</tr>
<tr>
<td>MD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>AD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>FA</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>MK</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RK</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>AK</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>KA</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>TD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>ISO</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>ODI</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 2
Results of the pair Whitney–Mann tests between different glioma grades for Data 1–V. The criterion of the significance is $p < 0.05$.

### Scalar

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Grade II vs III</th>
<th>Grade II vs IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data 1</td>
<td>Data 2</td>
</tr>
<tr>
<td>MD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>AD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>FA</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>MK</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>RK</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>AK</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>KA</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>TD</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>ISO</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>ODI</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

### Scalar

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Grade III vs IV</th>
<th>Grade LGG vs HGG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data 1</td>
<td>Data 2</td>
</tr>
<tr>
<td>MD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ODI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
compared for grade-II vs grade-III, grade-II vs grade-IV, grade-III vs grade-IV, and LGG vs HGG. The criterion of significant difference was chosen \( p < 0.05 \). The results of the statistical tests are presented in Table 2. The cases, where \( H_0 \) hypothesis was not rejected, are marked by crosses. There are no significant differences determined between glioma grades II and III for MD, RD, AD, KA and ISO for all Data. For the metrics MK, RK and AK we detected a significant difference between all grades using all data sets. Surprisingly, Data 2, 3, and 4 could not detect a significant difference on the basis of TD, ISO, and ODI metrics between glioma grades II vs IV. In the case of LGG vs HGG in Data 1 we did not detect a significant difference for the NODDI scalar metrics. Data 5 allowed us to find significant differences between grades II vs IV, and LGG vs HGG for all diffusion metrics.

Since we did not find significant differences between Data 1–4 within each glioma grade group we decided to use Data 1 for further receiver operator characteristic (ROC) analysis together with Data 5. We applied ROC analysis [35] for all diffusion metrics derived from Data 1 and Data 5. The ROC curves are presented in Fig. 4. The related Area Under Curve (AUC) values are presented in Table 3. In five cases the AUC values are higher for the Data 1 compared to the Data 5. Notably, AUCs values for NODDI scalar metrics estimated within Data 5 are higher, for example, for TD metrics in LGG vs HGG: Data 1 (0.56)/Data 5 (0.99).

Using Data 1 and 5 we performed a comparison for the absolute diffusion values taken over all masked voxels, namely, MD, FA, MK, ISO, and ODI, for each glioma grade. The resulting histograms are presented in Fig. 5.

4 Discussion

In the present work we performed a statistical comparison between different pre-processing strategies for a glioma differentiation problem. Until now, a ”gold pre-processing standard” for dMRI data, which allows one to process the raw diffusion data for optimal suppression of artefacts, could not be chosen. Moreover, recently it has been shown that the diffusion scalar metrics are very sensitive to many factors

Figure 4. The ROC curves for Data 1 and V for glioma differentiation: glioma grade (GG) II vs III, GG III vs IV, and LGG vs HGG.
Table 3
AUC values estimated from ROC analysis in Fig. 4.

<table>
<thead>
<tr>
<th>Scalar Metrics</th>
<th>Grade II vs III</th>
<th>Grade II vs IV</th>
<th>Grade LGG vs HGG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data 1</td>
<td>Data 5</td>
<td>Data 1</td>
</tr>
<tr>
<td>MD</td>
<td>0.64</td>
<td>0.72</td>
<td>0.88</td>
</tr>
<tr>
<td>RD</td>
<td>0.64</td>
<td>0.73</td>
<td>0.86</td>
</tr>
<tr>
<td>AD</td>
<td>0.61</td>
<td>0.66</td>
<td>0.86</td>
</tr>
<tr>
<td>FA</td>
<td>0.81</td>
<td>0.84</td>
<td>0.62</td>
</tr>
<tr>
<td>MK</td>
<td>0.88</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>RK</td>
<td>0.88</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>KA</td>
<td>0.89</td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td>IO</td>
<td>0.66</td>
<td>0.70</td>
<td>0.73</td>
</tr>
<tr>
<td>TD</td>
<td>0.69</td>
<td>0.98</td>
<td>0.89</td>
</tr>
<tr>
<td>ISO</td>
<td>0.55</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>ODI</td>
<td>0.56</td>
<td>0.88</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Figure 5. Histograms of the absolute values of the diffusion metrics (MD, FA, MK, ISO, and ODI) versus increasing glioma grade.

such as motion or eddy-current corrections [36], selection of a numerical algorithm for the scalar metrics derivation [25,37], influence of susceptibility distortions on the scalar metrics [38] and problems related to high diffusion weightings [39]. All these artefacts are able to influence the data analysis. As a consequence, optimised pre-processing workflows can significantly improve the selection of the next treatment, in particular, in the case of tumour studies.

In order to embrace most typical pre-processing steps we have chosen five typical operations. The first includes no any additional corrections apart from motion correction of the raw data. Noise correction is an important independent problem in MRI [28,40,41]. Correspondingly, the noise corrected data are picked out in a separate group Data 2. In order to decrease the measurement time of diffusion measurements, parallel imaging is often used. As a consequence, the method developed by Aja-Fernandez and colleagues with application of the non-central $\chi^2$ distribution is a very attractive noise correction algorithm [28,40]. After the noise correction, data filtering could be done by applying two typical smoothing techniques: the Gaussian smoothing (Data 3) and anisotropic diffusion filtering (Data 4). Note, that frequently the smoothing algorithm is applied to the estimated diffusion scalar metrics prepared to the subsequent statistical analysis. In contrast to that, we filtrated the original diffusion-weighted data.

So-called “super-resolution methods” have been developed for improving the image resolution without excessively
increasing the measurement time [42,43]. However, super-resolution approaches frequently demand additional acquisitions with non-isotropic voxel sizes. Alternatively, higher spatial resolution can be obtained at clinical scanners as a default option by a simple linear interpolation. It was already proven that accurate cubic spline interpolation leads to a significant improvement in the case of fibre tracking [31] and it might be exploited in the tumour studies as well. Thus, the Data 5 accumulated three important operations: the noise correction, anisotropic diffusion filtering based on Perona-Malik algorithm and cubic spline interpolation.

As shown by Figs. 1 and 2, the difference between all pre-processing approaches is very small. This result is confirmed by the Kruskal–Wallis tests (see Table 1) with and without Data 5. The largest difference between pre-processing steps was found in the case of the NODDI metrics when we added the Data 5 to the statistical tests. We conjecture that this significant discrepancy might be related to the numerical problems of the NODDI model itself [33], which uses a fixed set of parameters, whose values were determined from healthy tissue. Studies of tumours, like the present one, might require different parameter sets, possibly depending on the glioma grade. The higher spatial resolution produced by the spline interpolation of Data 5 introduced moderate bias in the NODDI scalar metrics. Nevertheless, Data 5 demonstrated its efficiency in the case of the pair Wilcoxon–Whitney–Mann tests (see Table 2). The two-side pair Wilcoxon–Whitney–Mann test between glioma grades-II and IV and LGG vs HGG found significant differences for all NODDI metrics in contrast to the Data 1-4. Notably, the DKI metrics are very sensitive in all glioma grade cases, independent of the pre-processing steps.

Since the non-interpolated Data 1-4 did not exhibit a significant difference between each other in the same glioma grade group, it is sufficient to compare Data 1 with 5 in order to estimate the sensitivity and specificity of the pre-processing approaches. The sensitivity and specificity of the Data 5 is much higher than for Data 1 for many diffusion metrics, in particular, for the NODDI values. One can find that the ROC curves (Fig. 4 and related AUC values Tab. 3) are higher for many metrics derived from Data 5. This result is most prominent in the comparison of LGG vs HGG. The analysis of the distance to the optimal operating point presented in Fig. 4 shows significant improvements of Data 5 compared to Data 1 for DKI and NODDI metrics.

The changes in the diffusion metrics (MD, FA, MK, ISO, ODI) depending on the glioma grade are presented in Fig. 5. For grade II, all diffusion metrics coincide for Data 1 and 5 except of ISO. A significant difference between derived metrics from Data 1 and 5 can be observed in the case of grade IV except for MD. In turn, the Data 5 demonstrated significant quantitative changes along the grades in contrast to the Data 1.

The most important limitation of our study is the small number of patients per group. Small number of patients reduces the statistical power of the obtained prediction. However, we have to point that in the case of our study in each group we selected only the gliomas with the same type of tumour morphology such as diffuse fibrillary astrocytoma, anaplastic astrocytoma, and glioblastoma for grades II, III, and IV, respectively. It is very well known that even in the case of the same glioma grade the location, tumourgenesis and morphology of the tumour are important covariances. Thus, in order to increase the reliability of the analysis and to introduce additional covariates, in particular, for the NODDI metrics, we need to acquire data from a larger number of patients. Next limitation is an accuracy of scalar metrics derived from the interpolated data. The applied spline interpolation algorithm introduced smooth signal variations into the original data. However, the diffusion weighted datasets represent complex mutually connected structures such as defined semi-positive diffusion tensors, conjugated bundle distribution inside of the voxels. The direct interpolation in the regions with a strong signal variability might introduce unaccounted bias in the resulting metrics. Besides of this, applied diffusion models could be numerically unstable in sense of the scalar metric assessments such as, for example, the NODDI. Thus, the interpolation procedure should be performed carefully, probably, taking into account additional regularisation parameters [44].

5 Conclusion

The pre-processing approach exploiting a noise correction, anisotropic diffusion filtering, and cubic spline interpolation to the raw diffusion data allowed us to increase statistical reliability of the glioma grade differentiation, in particular, in the cases of grade-II vs grade-III and grade-III vs grade-IV. Independently of the pre-processing steps, we verified a very high potential in the malignancy grading exhibited the metrics based on the DKI derived values which can be improved by the cubic spline interpolation. The NODDI scalar metrics such as tract density and orientation dispersion index in the case of interpolated diffusion data demonstrated high sensitivity for glioma differentiation between high and low grade gliomas. We can recommend the cubic spline interpolation approach for the further statistical analysis in the brain tumour studies as a useful complementary method for all clinical studies.
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