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Dynamical decoupling is a technique for preserving the coherence of quantum-mechanical states in the presence of a noisy environment. It uses sequences of inversion pulses to suppress the environmental perturbations by periodically refocusing them. It has been shown that different sequences of inversion pulses show vastly different performance, in particular also concerning the correction of experimental pulse imperfections. Here, we investigate specifically the role of time-reversal symmetry in the building blocks of the pulse sequence. We show that using time-symmetric building blocks often improves the performance of the sequence compared to sequences formed by time-asymmetric building blocks. Using quantum state tomography of the echoes generated by the sequences, we analyze the mechanisms that lead to loss of fidelity and show how they can be compensated by suitable concatenation of symmetry-related blocks of decoupling pulses.
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I. INTRODUCTION

Dynamical decoupling (DD) [1,2] is becoming an established technique for preserving quantum states from decoherence with possible applications in quantum information [3–7] and magnetic resonance [8–14]. The technique was devised to increase decoherence times by refocusing the system–environment interactions with a sequence of control pulses periodically applied to the system. Recent experiments have successfully implemented DD methods and demonstrated the resulting increase of coherence times in different systems [15–23]. These works also showed that the performance of DD sequences can be limited or even counterproductive if the accumulated effect of pulse imperfections becomes too strong [18,20,22,23]. One approach to compensate the effect of these errors is to combine one basic decoupling cycle with a symmetry-related copy into a longer cycle. The resulting cycle can be more robust, i.e., less susceptible to pulse imperfections than its building blocks, provided the basic blocks are well chosen and combined in a suitable way.

In the field of nuclear magnetic resonance (NMR), symmetry-related arguments have often been used for constructing supercycles [24–27]. Using the symmetry properties of specific interactions, it is possible to remove them selectively while retaining or restoring others [28,29]. Symmetrization is widely used to eliminate unwanted odd-order average Hamiltonian terms [30]. This approach has been instrumental in the design of high-performance decoupling and recoupling sequences [28,29]. Besides sequence development, symmetry arguments have also been used extensively in the design of individual pulses with reduced sensitivity to experimental imperfections [31,32].

The main goal of this paper is to investigate differences between otherwise identical DD cycles, in which the timing of the pulses is either symmetric with respect to time reversal, or not. As the basic block we consider the XY-4 sequence [33] that was originally designed to compensate the effects of pulse errors for pure-dephasing decoupling. We compare the performance of the basic sequences as well as compensated higher-order sequences applied to a spin coupled with a pure-dephasing system-environment (SE) interaction. We analyze their imperfections theoretically by average Hamiltonian theory [24,34] and experimentally by applying quantum state tomography [35,36] to the system after the end of each decoupling cycle.

This paper is organized as follows. In Sec. II we introduce the basic idea of dynamic decoupling and demonstrate the relevance of time-reversal symmetry in this context. In Secs. III and IV we compare different sequences based on symmetric or asymmetric building blocks. In the last section we draw some conclusions.

II. SYMMETRIZATION IN DD

Dynamical decoupling is a technique in which the coherence of qubits is dynamically protected by refocusing the qubit–environment interaction [1,2]. Within this technique, a sequence of $\pi$ rotations is periodically applied to the system. For a purely dephasing environment, i.e., one that couples only to the $z$ component of the system qubit, this can be achieved simply by a train of identical $\pi$ pulses, the so-called Carr-Purcell (CP) [37] or Carr-Purcell-Meiboom-Gill (CPMG) sequence [38]. The shortest DD sequence that cancels the zero-order average Hamiltonian for a general system–environment interaction [1,39] is the XY-4 sequence [33] [see Figs. 1(a) and 1(b)]. This sequence also has the advantage of being much less sensitive to pulse imperfections than the CP sequence [33,40].

In the spectroscopy and quantum computing communities, two versions of the XY-4 sequence are used that differ by a seemingly minor detail. As shown in Fig. 1(a), the basic cycle originally introduced in NMR [33,40] starts with a delay of duration $\tau/2$ and ends with another delay of the same duration. The timing of the pulses is therefore symmetric with respect to the center of the cycle. In contrast to that, the sequence used in the quantum information community [1,39,41–43] starts with a delay of duration $\tau$ and ends after the fourth pulse [see Fig. 1(b)]. This XY-4 version is known in the quantum information community as periodic dynamical decoupling (PDD). Clearly, for this cycle the pulses are not placed symmetrically in time. One consequence of this small difference is that in the case shown in Fig. 1(a), the echoes are formed in the center of the windows between any two pulses, while in Fig. 1(b), the echoes coincide with every second pulse.
The separation in time between the echoes is therefore twice as long in this case.

In this paper, we will refer to the cycles in which the pulses are placed symmetrically (asymmetrically) in time domain as time symmetric (time asymmetric) cycles or just as symmetric (asymmetric) cycles. Figure 2 illustrates the difference between the two types of cycles with an experimental example. Here, we measured the time evolution of the $^{13}$C nuclear-spin polarization during a CPMG sequence, using in one case a time symmetric and in the other case a non-time-symmetric cycle. The sample used for this experiment was polycrystalline adamantane. The dephasing of the nuclear-spin signal originates from the interaction with an environment consisting of $^1$H nuclear spins. To make this environment appear static and generate a long train of echoes, we applied a homonuclear decoupling sequence to the protons \cite{21}. As expected, in the symmetric case, the echoes appear with half the separation of the asymmetric case.

The larger separation of the echoes also lead to a faster decay of the echo amplitude if the environment is not static. This is illustrated in Fig. 3, which shows the decay of the echo amplitude as a function of time. In this case, we did not apply homonuclear decoupling and the system-environment interaction is therefore modulated by the homonuclear magnetic dipole-dipole interaction between the environmental protons \cite{21}. The plotted signal shows the echo amplitude measured after a single CPMG cycle for the symmetric and asymmetric case, as a function of the cycle time $2\tau$. Clearly the symmetric cycle is more efficient in preserving the state of the system—in agreement with findings from multiple pulse NMR \cite{28,29}.

Since any multiple pulse cycle suffers from imperfections and nonideal properties, it is often desirable to construct longer cycles that have better properties than simply repeating the basic cycle. Two different types of concatenation schemes have been used. The basic cycles can be applied sequentially \cite{40} or one cycle can be inserted into the delays of another cycle \cite{39}. Examples of DD sequences that can be constructed from the $XY$-4 cycle using the sequential concatenation scheme include the $XY$-8 and $XY$-16 \cite{40} sequences shown in Table 1. Here, the $XY$-8 sequence concatenates an $XY$-4 cycle with its time-reversed version \cite{40–43}, thus generating a new cycle, which is inherently time symmetric, independent of which version of the $XY$-4 sequence was used for the building blocks. The second type of concatenation is called concatenated dynamical decoupling (CDD) \cite{39}. The conventional CDD sequences use asymmetric building blocks. A new concatenation scheme with pulses placed symmetrically on the time axis was proposed in Ref. \cite{22}.

In Secs. III and IV we show that sequences constructed according to the same rules from a basic $XY$-4 block can have

![FIG. 1. (Color online) Schematic representation of two forms of $XY$-4 dynamical decoupling sequences (a) with symmetric pulse timing and (b) with asymmetric timing.](image)

![FIG. 2. (Color online) Experimentally observed evolution of the $^{13}$C nuclear spin magnetization of adamantane during the CPMG pulse sequences with symmetric timing (red circles) and asymmetric (black squares) timing.](image)

![FIG. 3. (Color online) $^{13}$C nuclear-spin magnetization after one cycle CPMG sequences with symmetric and asymmetric timing for different cycle times $2\tau$.](image)

### Table I. Dynamical decoupling sequences. The top line shows the time-symmetric and -asymmetric versions of $XY$-4, which can be used as building blocks for other sequences. $X$ and $Y$ represent $\pi$ pulses around the $x$ and $y$ axes, respectively. $U^T$ is the time-reversed sequence and $U$ stands for the sequence with inverted phases.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Asymmetric</th>
<th>Symmetric</th>
</tr>
</thead>
<tbody>
<tr>
<td>$XY$-4</td>
<td>$[\tau - X - \tau - Y]^2$</td>
<td>$[\tau/2 - X - \tau - Y - \tau/2]^2$</td>
</tr>
<tr>
<td>$XY$-8</td>
<td>$(XY$-4)$^T$</td>
<td>$(XY$-4)(XY$-4)^T$</td>
</tr>
<tr>
<td>$XY$-16</td>
<td>$(XY$-8)$^T$</td>
<td>$(XY$-8)(XY$-8)^T$</td>
</tr>
</tbody>
</table>
different behaviors depending on whether or not the basic block is chosen to be symmetric.

**III. AVERAGE HAMILTONIAN THEORY**

In this section we compare DD sequences constructed from time-symmetric and -asymmetric building blocks in the framework of average Hamiltonian theory [24,34]. While the zero-order average Hamiltonian of the asymmetric sequence is symmetric, as in the example of Fig. 1(a), time-symmetric and -asymmetric building blocks in the framework of average Hamiltonian theory [24,34], it can be shown that all odd-order terms of the average Hamiltonian vanish [30]. This condition can only be fulfilled if the timing of the sequence is symmetric, as in the example of Fig. 1(a).

We first consider the sequence $XY-4$, which is our basic building block. Our system consists of a single qubit, which we describe as a spin 1/2, and an environment, which consists of a spin bath. The Hamiltonian describing the system plus environment is then

$$H = H_S + H_{SE} + H_E,$$

where $H_S = \omega_S S_z$ is the system Hamiltonian, $S = (S_x, S_y, S_z)$ is the spin vector operator of the system qubit, and $\omega_S$ is the Zeeman frequency of the system. $H_E$ is the environment Hamiltonian, which does not commute with $H_{SE}$ in general but is not specified further. $H_{SE}$ is the pure-dephasing system-environment interaction:

$$H_{SE} = \sum_k b_k S_z I_z^k.$$

In the following, we work in a resonant rotating frame, where $\omega_S = 0$ and therefore $H_S = 0$. $\Gamma^k = (I_x^k, I_y^k, I_z^k)$ is the spin vector operator of the $k$th environment spin, $b_k$ is the coupling constant between the system and the $k$th spin of the environment.

In our case, the dominant source of experimental imperfections are flip-angle errors. The actual pulse propagator for a nominal $\pi$ rotation around an axis defined by $\phi$ is then

$$R(\phi) = e^{-i(1+\epsilon)\pi S_y},$$

where $\epsilon$ is the relative flip angle error, $S_y = \cos \phi S_x + \sin \phi S_z$, and $\phi$ is the phase of the pulse. We can write the zeroth-order ($\overline{H_0}$) and first-order ($\overline{H_1}$) terms of the average Hamiltonian for the time-symmetric $XY-4$ sequence, a rotation in the same direction for all spins, independent of the actual field that they experience.

The second term in Eq. (5), in contrast, is linear in $\epsilon$. For an optimal setting of the pulse, $\epsilon$ is distributed symmetrically around zero and the resulting evolution due to this term does not lead to an overall precession, but to a loss of amplitude. This term combines pulse errors and the system-bath interaction. It arises from the fact that pulses that do not implement a $\pi$ rotation cannot properly refocus the system-environment interaction.

Now we compare these results with the average Hamiltonian of the time asymmetric form of $XY-4$ (PDD):

$$\overline{H_0^A} = H_E,$$

$$\overline{H_1^A} = \frac{5\epsilon^2 \pi^2}{16 \tau} S_x - \sum_k b_k \frac{\epsilon \pi}{32} (S_x + S_z) I_z^k.$$

The most striking difference from the symmetric case is the appearance of a new term, which is a commutator between the internal Hamiltonian of the environment $H_E$ and the system-environment interaction Hamiltonian $H_{SE}$.

Under ideal conditions, the first-order average Hamiltonian vanishes for the symmetric building block, but not for the asymmetric case. For the asymmetric case the third term, which is proportional to $\sum b_k I_z^k$, remains. The commutator describes the time dependence of the system-environment interaction due to the environmental Hamiltonian $H_E$. This difference from the symmetric case may be understood in terms of the different positions of the echoes shown in Figs. 1 and 2. In the asymmetric sequence, the time between echoes is twice as long as in the symmetric sequence, which means that a time-dependent environment has a bigger effect. In the symmetric sequence, the effect of the time-dependent environment appears only in the next-higher-order term.

Rules for improving the performance of multiple pulse sequences were discussed, e.g., in the context of broadband heteronuclear decoupling [44] or for the compensated Carr-Purcell sequences [40]. If we combine a $XY-4$ cycle with its time-reversed image to an $XY-8$ cycle, we obtain a time-symmetric cycle, even if we start from the non-time-symmetric block. Nevertheless, we expect different results for the two cases. An explicit calculation of the average Hamiltonian for the combined cycle shows that $\overline{H_0^B} = \overline{H_0^A} = H_E$ and $\overline{H_1^B} = \overline{H_1^A} = 0$, i.e., all deviations from the ideal Hamiltonian vanish to first order. This remains true for finite pulse errors: the symmetry of the sequence cancels the effect of pulse errors in all odd-order average Hamiltonian terms.

We therefore proceed to calculate the second-order terms. For simplicity, we do not calculate the general expression, but consider two limiting cases. First, we assume that the environmental Hamiltonian vanishes, $H_E = 0$. The second-order term then becomes

$$\overline{H_2^2} = \frac{13\epsilon^3 \pi^3}{1536 \tau} (S_x + S_y) + \sum_k \frac{\epsilon^2 \pi^2 b_k}{384} S_z I_z,$$

$$\overline{H_2^3} = \overline{H_2^2} + \sum_k \frac{\epsilon b_k^2 \tau}{368} S_y.$$
Again, the average Hamiltonian for the sequence built from asymmetric blocks contains an additional error term, which depends on the pulse error and the square of the system-environment interaction.

As the second limiting case, we assume ideal pulses but nonvanishing environmental Hamiltonian, $H_E \neq 0$. The second-order terms then become

$$
\overline{H}_2^2 = \frac{\tau^2}{8} \left[ H_E, H_{SE} \right], H_E - \frac{1}{3} H_{SE}
$$

$$
\overline{H}_2^3 = \overline{H}_2^2 + \frac{\tau^2}{8} \left[ H_E, H_{SE} \right], 7H_E - H_{SE}.
$$

As for the $XY$-4 sequence, the time dependence of the environment, represented by the commutator $[H_E, H_{SE}]$ has the bigger effect if the sequence uses an asymmetric building block and therefore generates echoes with bigger time delays between them.

**IV. EXPERIMENTAL RESULTS**

**A. Setup and system**

For the experimental tests we used natural abundance $^{13}$C nuclear spins in the $\text{CH}_2$ groups of a polycrystalline adamantane sample as the system qubit. The carbon spins are coupled to nearby $^1\text{H}$ nuclear spins by heteronuclear magnetic dipole interaction corresponding to $H_{SE}$. The protons are coupled to each other by the homonuclear dipolar interaction, which corresponds to $H_E$ and does not commute with $H_{SE}$. The system environment interaction is therefore not static and the carbon spins experience a fluctuating environment [18]. Under our conditions, the interaction between the carbon nuclei can be neglected and the decoherence mechanism is a pure dephasing process [18]: the evolution of the system and environment is thus described by the Hamiltonian (1).

The experiments were performed on a home-built 300 MHz solid-state NMR spectrometer. The basic experimental scheme consisted of a state preparation period, during which we prepared the carbon spins in a superposition state oriented along the $y$ direction, a variable evolution period, where DD sequences were applied, and the final readout period where we determine the final state by quantum state tomography [35,36].

**B. Measured decay times**

Figure 5 shows the decay times of the $M_y$ magnetization as a function of the delay $\tau$ between the pulses. For delays between 200 and 50 $\mu$s, the decoupling performance improves as the delays between the pulses are reduced. However, as the delay between the pulses becomes shorter than 50 $\mu$s, the decay time decreases again, in agreement with what was observed in Refs. [18,22]: in this region, pulse errors become more important than the coupling to the environment. This occurs equally for both the symmetric and the asymmetric $XY$-4 sequence.

If we concatenate the $XY$-4 sequence with its time-reversed version to the $XY$-8 sequence, we obtain qualitatively different behavior for the two different versions of $XY$-4: If we start from the symmetric form of $XY$-4, the resulting $XY$-8(S) sequence shows improved decoupling performance for increasing pulse rate, without saturating. This is a clear indication that in this case, the concatenation eliminates the effect of pulse imperfections and generates a robust, well-compensated sequence. In strong contrast to this, concatenation of the asymmetric version of $XY$-4 (PDD) to $XY$-8(A) does not lead to a significant improvement: the decay times for $XY$-8(A) are identical to those of the two $XY$-4 sequences, within experimental uncertainty. A further concatenation to $XY$-16 does not change this behavior. The qualitatively different behavior of the sequences using symmetric versus asymmetric building blocks clearly shows that for the asymmetric versions, the pulse errors dominate, while the symmetric ones compensate for the effect of pulse errors. For long delays between pulses the concatenated sequences $XY$-8 (A) and $XY$-16 (A) become worse then the basic cycle $XY$-4 (A), contrary to expectations. This may indicate that in this region the average Hamiltonian calculation is not valid.
The color code in the lower panel denotes the time evolution: blue panel represents the Bloch vector in the $z$ axis originating from the pulse error term $5\epsilon^2\pi^2/(16\tau)\Sigma_z$, which is proportional to $\epsilon^2$ and is the same for the symmetric and the asymmetric sequence, in excellent agreement with the observed behavior.

Figure 7 shows the corresponding data for the two $XY$-8 sequences. Here, as well as in the case of $XY$-16 (data not shown), we also observe a precession for the $XY$-8(A) sequence, but for the sequence with symmetric building blocks, the oscillation is not observed. Again, these results indicate that the sequences built from symmetric $XY$-4 blocks have smaller average Hamiltonians and therefore show better performance than those built from asymmetric blocks.

C. Tomographic analysis

For a more detailed picture of the process that reduces the signal for high pulse rates, we applied state tomography of the evolving qubit by measuring all three components along the $x$, $y$, and $z$ directions. Figure 6 shows the observed data for both versions of the $XY$-4 sequence. The oscillation of the $x$ and $y$ components and the constantly small value of the $z$ component are a clear indication of a precession around the $z$ axis, in addition to the loss of signal amplitude. This combination of precession and reduction of amplitude is also shown in the lower part of Fig. 6, where the arrows show the $xy$ components of the magnetization for different times during the sequence. According to Eqs. (5) and (7), the precession around the $z$ axis originates from the pulse error term $5\epsilon^2\pi^2/(16\tau)\Sigma_z$, which is proportional to $\epsilon^2$ and is the same for the symmetric and the asymmetric sequence, in excellent agreement with the observed behavior.

Figure 7 shows the corresponding data for the two $XY$-8 sequences. Here, as well as in the case of $XY$-16 (data not shown), we also observe a precession for the $XY$-8(A) sequence, but for the sequence with symmetric building blocks, the oscillation is not observed. Again, these results indicate that the sequences built from symmetric $XY$-4 blocks have smaller average Hamiltonians and therefore show better performance than those built from asymmetric blocks.

If we change the spacing between the pulses, the behavior remains the same. In Fig. 8, we show the measured precession angle around the $z$ axis divided by the number of pulses. The precession is indistinguishable from zero for the compensated $XY$-8(S) and $XY$-16(S) sequences. For other sequences, it is significant and independent of the delay between the pulses.

The precession of the magnetization around the $z$ axis that we observe for some of the sequences causes a deviation of the system from the desired evolution and reduces therefore the

FIG. 6. (Color online) Evolution of the magnetization during the symmetric (A) and asymmetric (S) versions of the $XY$-4 sequence for pulse spacings of $\tau = 10 \mu s$. The top panel shows the evolution of the magnetization components as a function of time. The bottom panel represents the Bloch vector in the $xy$ plane at different times. The color code in the lower panel denotes the time evolution: blue for the initial state and red for the final state.

FIG. 7. (Color online) Evolution of the magnetization during the symmetric (A) and asymmetric (S) versions of the $XY$-8 sequence for pulse spacings of $\tau = 10 \mu s$. The top panel shows the evolution of the magnetization components as a function of time. The bottom panel represents the Bloch vector in the $xy$ plane at different times. The color code is the same as in Fig. 6.

FIG. 8. (Color online) Average precession angle of the transverse magnetization during the different $XY$-$n$ sequences.
ficacy of the process. However, compared to a dephasing pro-
cess, it is easier to correct and can in principle be compensated
if it is known. We therefore compared not only the reduction of
the magnetization amplitude along the initial direction, but
also the total magnetization left in the system, which eliminates
the effect of the precession. Figure 9 shows the decay times
of the total magnetization for different XY-n sequences.
For short delays between the pulses, the difference between
sequences built by symmetric and asymmetric building blocks
is small, indicating that the main difference is related to the
precession originating from the pulse errors, which is better
compensated by concatenating symmetric building blocks. For
pulse delays longer than \( \tau \approx 15 \mu s \), we start to see again
that the symmetric versions of XY-8(S) and XY-16(S) are superior to the asymmetric versions. At this point, the time
dependence of the environment plays a bigger role and reduces
the efficiency of the refocusing [18,22]. In agreement with
Eqs. (9) and (11), these effects are bigger for those sequences
that use asymmetric building blocks.

V. DISCUSSION AND CONCLUSIONS

Dynamical decoupling is becoming a standard technique
for extending the lifetime of quantum-mechanical coherence.
Many different sequences have been put forward for reducing
the effect of the environmental noise on the system. Since
the number of possible sequences is infinite, a relatively
straightforward approach for designing improved sequences
consists in concatenating different building blocks in such
a way that the resulting cycle has a smaller overall average
Hamiltonian than that of its component blocks. In this paper
we consider the XY-4 sequence as a basic building block for
decoupling a pure-dephasing SE interaction. Since different
versions of the XY-4 sequence were proposed in the literature,
one with pulses placed symmetrically in time domain and
another with asymmetric timing (the PDD sequence), we
compared these two versions and in particular the different
sequences that result when they are concatenated with
time-inverted and phase-shifted copies. Since time-symmetric
sequences generate average Hamiltonians in which all odd-
order terms vanish for ideal pulses, it is expected that they
perform better than nonsymmetric but otherwise identical
sequences. Experimentally, we could not verify this for the
XY-4 sequence, since pulse errors dominate the behavior
under our experimental conditions. However, in the case of
the CPMG sequence, where pulse errors are insignificant, we
could clearly verify this expectation.

The symmetry of the basic building blocks is also important
when they are concatenated to higher-order sequences, such
as the XY-8 and XY-16 sequences [40]. In this case, the
odd-order terms vanish in the average Hamiltonians of both
sequences, but the second-order terms of the sequences that
are built from asymmetric blocks contain additional unwanted
terms. The experimental data are in agreement with this
observation: sequences consisting of time-symmetric building
blocks perform significantly better than the corresponding
sequences formed by time-asymmetric blocks.

In order to understand the decay processes during the
DD sequences, we performed quantum state tomography as
a function of time. The results from these measurements
show two different contributions to the overall fidelity loss:
A precession around the \( z \) axis, which we could attribute
to the combined effect of flip-angle errors and an overall
reduction of the amplitude, which results from the system-
environment interaction. For short delays between the pulses
and correspondingly large number of pulses, the pulse error
term is the dominating effect. Again, the symmetric and
asymmetric version of the XY-4 sequence show similar
performance. However, as we use them as building blocks
of the higher-order XY-8 and XY-16 sequences, we find that
the effect of the pulse errors is almost perfectly compensated
if we use the symmetric building blocks, while a significant
effect remains when asymmetric blocks are concatenated.

While we have analyzed the effect of symmetry mostly for
the XY-n sequences, this can clearly be generalized. As we
showed in Fig. 3, the symmetric version of the CPMG sequence
shows significantly better decoupling performance than the
asymmetric version. The same concept can also be applied
to the CDD sequences, which are generated by inserting
XY-4 sequences inside the delays of a lower-order CDD
sequence [39]. The conventional concatenation scheme [39]
uses asymmetric building blocks. Here, we used the symmetric
XY-4 sequence as the building blocks, and we modified the
concatenation scheme in such a way that the symmetry is
preserved and the delays between the pulses are identical at all
levels of concatenation. The conventional (asymmetric) ver-
sion CDD \( n(A) \) is iterated as

\[
C_n = [C_{n-1} - X - C_{n-1} - Y]^2.
\]

In contrast to that, we construct the symmetrized version
CDD_S(n) as

\[
CDD_{S(n)} = [\sqrt{C_{n-1} - X - C_{n-1} - Y - \sqrt{C_{n-1}}}]^2.
\]

For \( n = 1 \), we have \( C_1 = XY-4 \).

In Fig. 10 we compare the process fidelities, obtained from
quantum process tomography [45,46], for the two versions of
the CDD_S sequence. The symbols represent the fidelities
obtained experimentally and the solid and dashed lines were
calculated using a model in which the transverse magnetization
precesses around the \( z \) axis and decays exponentially:

\[
M_z(t) = M_0 \sin(\Omega t) e^{-t/T_1}; \quad M_y(t) = M_0 \cos(\Omega t) e^{-t/T_2},
\]

where the precession frequency \( \Omega \) and the damping time \( T_2 \)
did not fit the experimental data (see details in Appendix B). As expected for such a simple

FIG. 9. (Color online) Decay time of the total magnetization for
XY-n sequences.
model, the experimental decay curve does not match perfectly the simulated curve for the asymmetric case. However, it allows us to extract damping times and precession frequencies. The damping times were \( \approx 6.8 \) ms for both versions of the sequence, while the precession rate was 0.7 mrad/pulse for the CDD\(_2\) (S) and 3 mrad/pulse for CDD\(_2\) (A). This indicates that pulse imperfections generate also an effective field that leads to the observed precession as in the \( XY\)-\( n \) sequences. Clearly, the symmetrized version CDD\(_2\) (S) shows a significantly better performance than the asymmetric version CDD\(_2\) (A).

The results presented in this paper show clearly that it is time-reversal symmetry is a useful tool for improving dynamic decoupling sequences. The symmetric sequences often perform better than and never worse than nonsymmetric sequences, at no additional cost.
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**APPENDIX A: AVERAGE HAMILTONIAN CALCULATION**

In this Appendix we show how the average Hamiltonian was calculated. The essence of average-Hamiltonian theory is that a cyclic evolution \( U(t) \) can be described by an effective evolution governed by a time-independent Hamiltonian \( \overline{H} \). When \( U \) is comprised by a sequence of unitary operations, i.e., \( U = e^{O_5} \cdots e^{O_1} e^{O_1} \), the average Hamiltonian can be approximately computed by recursive applications of the Baker-Campbell-Hausdorff formula,

\[
\log(e^A e^B) \approx A + B + \frac{1}{2}[A, B] + \frac{1}{12}[A, [A, B]] + [[A, B], B].
\]

To approximate the average Hamiltonian of the \( XY\)-4 sequence, consider the following sequence:

\[
[\tau_i - R_1 - \tau - R_2 - \tau - R_3 - \tau - R_4 - \tau_f],
\]

where \( R_1 = R(X), R_2 = R = R(Y) \) and \( R(\phi) \) is the pulse propagator defined in Eq. (3). In the symmetric form of \( XY\)-4, \( \tau_i = \tau \) and \( \tau_f = 0 \). For \( \tau_i = \tau_f = \tau/2 \), we obtain the symmetric form of \( XY\)-4. The total sequence propagator is

\[
U = e^{-iH\tau} \left( \prod_{k=2}^{4} R_k e^{-iH\tau} \right) R_1 e^{-iH\tau},
\]

where \( H \) is the Hamiltonian of Eq. (1).

To account for flip angle errors, we decompose the propagator into a product of the ideal pulse propagator sandwiched between two additional evolutions:

\[
R_\phi = e^{-i(1 + \epsilon) \pi S_\phi} = e^{-iH_\phi(\tau/2)} e^{-i\pi S_\phi} e^{-iH_\phi(\tau/2)},
\]

where \( H_\phi = \frac{\tau}{\tau} S_\phi \) and \( \tau_p \) is the pulse length. Substituting Eq. (A4) in Eq. (A3) and using the following approximation:

\[
e^{-iH_\phi(\tau/2)} e^{-iH\tau} \approx e^{-i[H + H_\phi(\tau/2)]}
\]

\[
\approx e^{-i[H + (1/2\epsilon)\pi S_\phi] \tau}
\]

\[
\approx e^{-iH\tau},
\]

the new sequence propagator is then rewritten as

\[
U = e^{-iH\tau} \left( \prod_{k=2}^{4} R_k e^{-iH\tau} \right) R_1 e^{-iH\tau},
\]

where

\[
\tau_i H' = \tau_i H + \frac{\tau_p}{2} H_X,
\]

\[
\tau H_{k=2,3,4} = \tau H + \frac{\tau_p}{2} (H_X + H_Y),
\]

\[
\tau_f H' = \tau_f H + \frac{\tau_p}{2} H_Y.
\]

The calculation can be simplified by transforming the Hamiltonians to a new frame after each pulse, the so-called toggling frame. The Hamiltonians \( \overline{H}_k \) in this new frame are given by

\[
\tau \overline{H}_1 = \tau_i (H_E + H_{SE}) + \frac{\tau_p}{2} H_X,
\]

\[
\tau \overline{H}_{k=2,3,4} = \tau [H_E + (-1)^k \epsilon H_{SE}]
\]

\[
+ \frac{\tau_p}{2} [(-1)^{1-k} \epsilon H_X + (-1)^{(1-k)\epsilon} H_Y],
\]

\[
\tau_f \overline{H}_5 = \tau_f (H_E + H_{SE}) + \frac{\tau_p}{2} H_Y,
\]

and the sequence propagator is

\[
U \approx \prod_{k=1}^{5} e^{-i\overline{H}_k \tau_i}.
\]

The final step consists of the recursive applications of Eqs. (A1) to (A13). An explicit calculation of the zeroth- and first-order terms leads to Eqs. (4) and (5) for the symmetric case and Eqs. (6) and (7) for the asymmetric case. The calculation for \( XY\)-8 follows the same procedure as described for \( XY\)-4. Here the sequence is comprised by eight pulses and nine delays (see Table I); this leads to the total propagator analog to Eq. (A6):

\[
U = e^{-i\overline{H}_\tau} \left( \prod_{k=2}^{8} R_k e^{-i\overline{H}_\tau} \right) R_1 e^{-i\overline{H}_\tau}.
\]
Transforming the Hamiltonians $H'_k$ to the toggling frame, one can show that $\tilde{H}_k = \tilde{H}_{i-k}$; the Hamiltonians $\tilde{H}_{k=1,2,3,4}$ are the same as in Eqs. (A10)–(A11) and $t \tilde{H}_k = t(H_E + H_{SE}) + \Gamma_p H_I$.

**APPENDIX B: FITTING MODEL**

A useful measurement for quantifying the performance of a general quantum operation is the fidelity

$$F = \frac{|\text{Tr}(AB^\dagger)|}{\sqrt{\text{Tr}(A A^\dagger) \text{Tr}(B B^\dagger)}}.$$  \hfill (B1)

Here, $A$ is the target propagator for the process and $B$ is the actual propagator. For the present situation, where the goal is to decouple the environment, the target propagator is the identity operation $I$. In general we cannot assume that the actual propagator is unitary, representing a quantum process unitarily. We therefore write the process as

$$\rho_f = \sum_{nm} \chi_{nm} E_m \rho_f \chi_{n}^\dagger,$$  \hfill (B2)

where $\rho_f$ and $\rho_f$ are the density matrices at the beginning and end of the process. The operators $E_m$ must form a basis, such as $E_m = (I, \sigma_x, i\sigma_y, \sigma_z)$. The quantum processes can therefore be characterized by the matrix elements $\chi_{nm}$. The $\chi$-matrix elements can be determined experimentally by a quantum process tomography and we can use them to calculate the process fidelity from Eq. (B1). For the evolution consisting of a precession around the $z$ axis and an exponential dephasing process, the $\chi$ matrix is

$$\chi = \begin{pmatrix}
\Gamma & 0 & 0 & i\Delta \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-i\Delta & 0 & 0 & 1 - \Gamma
\end{pmatrix}. \hfill (B3)$$

where $\Gamma = (2\lambda - 1)\cos^2(\Omega t / 2) + (1 - \lambda)$, $\Delta = \sin(\Omega t) / (2\lambda - 1)/2$, $\lambda = (1 + e^{-t/T_T})/2$, $\Omega$ is the precession frequency around the $z$ axis, $T_T$ is the decay time of the transverse magnetization, and $t$ is the time. This model was used to fit the experimental data in Fig. 10.

This simple model describes the decay of the magnetization due to the environment by considering the exponential phase damping model [46], when $\Gamma = \lambda$, i.e., $\Omega = 0$. If we consider that DD sequences only reduce the decay time but do not change the form of the process matrix, the phase damping will depend on a different $T_T$ value. This model is not exact, because the implementation of DD can lead to more complex processes. For example, in this paper we show that the magnetization can also be subjected to a precession around $z$. To take this interesting feature into account, we modify the phase damping model to account that the transverse magnetization can precess. Also, we assumed here that the decoherence process is exponential, i.e., the dephasing rate does not depend on time. This assumption is not always justified.

---