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12.1 Solid state NMR/EPR

12.1.1 Scaling behavior of NMR quantum
information processors
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Figure 12.1: Loss of signal amplitude due to prepa-
ration of pps as a function of the quan-
tum register size.

Liquid state NMR was the first experimental tech-
nique that allowed the implementation of quantum
algorithms and is still the basis for the most ad-
vanced quantum information processors. Neverthe-
less, there are serious obstacles to advancing this
system much farther. One difficulty is associated
with the preparation of pseudo-pure states [156]:
The procedure averages all populations but one. As
long as the spin system can be described by the high-
temperature approximation, the population of an in-
dividual spin state is inversely proportional to the
number of states. It therefore decreases as 2�N with
the number of spins N. The detectable signal size
therefore limits the possible number of spins to be
used in such a quantum information processor.

The reduction of sensitivity associated with the
preparation of pseudo-pure states can be avoided by
using algorithms that do not require pure states to
work with. For this purpose, variations of algorithms
have been developed that can be applied directly to
mixed states [227, 159, 228, 160]. For the purpose of
database search, such modified algorithms can even

be exponentially faster [159, 160] than the original
algorithm developed by Grover [93].

Another approach to beating the exponential de-
crease of the signal size due to the pseudo-pure state
preparation would be to work with sufficiently high
spin polarization that one can create good approx-
imations of pure states. Virtually complete polar-
ization of the electron spins by thermal relaxation
can be achieved at a temperature of 100 mK in a
magnetic field of 2 T, where h̄w

kBT = 27 � 1. High
enough nuclear spin polarization, in contrast, cannot
be achieved in thermal equilibrium within the cur-
rently accessible experimental conditions.

Highly spin polarized hydrogen nuclei can be ob-
tained by several nonequilibrium techniques, e.g., by
separating the ortho and para components in molec-
ular hydrogen gas [229]. When the symmetry be-
tween the two nuclei in the molecule is broken, e.g.,
through a chemical reaction, it is possible to achieve
truly entangled nuclear spin states [230, 231]. Other
approaches to pure state preparation include optical
pumping [232, 233] or polarization exchange with
electron spins at very low temperature [234, 235].
All these techniques require that the system be kept
at low temperature to avoid competing processes that
reduce the polarization. This also implies that the
material that contains the spins be a solid rather than
a liquid.

Another aspect of liquid state NMR that may make
it difficult to scale up to larger numbers of qubits, is
the addressing of the individual qubits. Current im-
plementations use the natural chemical shift range
of the nuclear spins to distinguish them by their res-
onance frequency. Since the chemical shift range is
limited, this procedure cannot be extended to arbi-
trarily large numbers of spins. The larger the number
of qubits, the smaller is therefore the separation of
their resonances and therefore the slower the switch-
ing speed. It appears therefore necessary to design
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an addressing scheme that does not rely on chemical
shift differences.

Some solid state implementations of spin-qubits may
be considered direct extensions of liquid state NMR:
Kampermann and Veeman used a quadrupolar sys-
tem [236], much like a similar system in a liquid
crystal [237]. A potentially more powerful scheme
was demonstrated by Mehring et al. [238]. Their
system used an electron spin coupled to different nu-
clear spins by hyperfine interaction. They also in-
troduced the idea of using electron spins as “bus-
qubits” to allow nuclear spins to efficiently exchange
information. This was introduced as the “S-bus con-
cept”. As for all other spin-based quantum comput-
ers demonstrated so far, there is no straightforward
extension of this scheme to large (> 100) numbers
of qubits.

12.1.2 31P in silicon

This should be possible, however, if the system pro-
posed by Kane can be implemented [239]. He pro-
posed to use 31P impurities in Si, the only I = 1/2
shallow (group V) donor in Si. The 31P:Si system
was exhaustively studied 40 years ago in the first
electron-nuclear double-resonance experiments. At
sufficiently low 31P concentrations at temperature T
= 1.5 K, the electron spin relaxation time is thou-
sands of seconds and the 31P nuclear spin relaxation
time exceeds 10 hours. This system would therefore
allow for a large number of gate operations within a
decoherence time.

Figure 12.2 shows the principle of this scheme: the
31P atoms are to be placed in a matrix of 28Si (which
has no nuclear spin). Operation of these qubits
would be identical to that of a liquid state NMR sys-
tem, i.e., by radio frequency pulses. However, since
all qubits see the same chemical environment, their
resonance frequencies are identical. As a way of ad-
dressing them, it may be possible to use small elec-
trodes, which are labeled “A-gates" and “J-gates",
respectively, in Fig. 12.2.

Tha Hamiltonian of the 31P system can be written as

H = WSSz �WIIz +AIzSz.

Figure 12.2: Proposed scheme for a quantum com-
puter that uses 31P atoms in a 28Si ma-
trix [239].

Here, the first two terms represent the Zeeman inter-
action of the electron and nuclear spin, respectively.
The third term is the hyperfine coupling between the
two spins. The four eigenstates of this system are
| #"i, | ##i, | "#i, and | ""i, where the first position
refers to the electron and the second to the nuclear
spin state. Their energies are (�WS � WI)/2 � A/4,
(�WS +WI)/2+A/4, (WS +WI)/2�A/4, and (WS �
WI)/2+A/4.

The hyperfine coupling constant A between electrons
and nuclei depends on the electron density at the site
of the nucleus. If the voltage applied to the gate elec-
trodes changes the electrostatic potential near the
donor sites, it shifts the electrons closer or farther
from the gates and thereby changes the electron den-
sity at the site of the nucleus and therefore its hyper-
fine coupling. Kane’s proposal uses this possibility
to tune the resonance frequency of the qubit. For
this purpose, it uses a two-dimensional subspace of
the 4-dimensional Hilbert space of the 31P electron-
nuclear spin system: the electron spin is fixed in the
| "i-state, while the nuclear spin represents the qubit.
The two qubit states are thus

|0i = | #"i , |1i = | ##i

and their energies (�WS �WI)/2�A/4 and (�WS +
WI)/2 + A/4. For this two-dimensional subspace,
we can write an effective Hamiltonian

H2 = (
A
2

�WI)Sz.
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Adjusting the hyperfine constant A therefore adjusts
the transition frequency of the qubit.

Figure 12.3: Dependence of the hyperfine coupling
constant on the gate voltage, according
to [239].

The electrodes labelled “A-gates" could therefore be
used for addressing the individual qubits by shifting
their energies in and out of resonance. Kane showed
that gate voltages of ⇡ 0 � 1 V should be able to
tune the nuclear spin Larmor frequency between 50
and 100 MHz. Similarly J-gates would move elec-
tron density between the donor sites, thus inducing
an indirect coupling between qubits and allowing the
addressing of pairs of qubits.

12.1.3 Qubit operations

The Kane proposal has a number of very attractive
features. In particular, the long relaxation times
of both spins in the system indicate the possibil-
ity of performing many gate operations before de-
coherence leads to the loss of quantum informa-
tion. The reason for these long decoherence times
can be traced to the fact that 28Si, which forms
the main component of natural abundance Si, has
no nuclear spin. Accordingly, it does not perturb
the electron spin by hyperfine interaction. The ef-
fect of the 4.6% natural abundance 29Si can be re-
duced by isotopic enrichment. Since the nuclei in-

volved are relatively light, spin-orbit interaction is
weak, which also contributes to the long deocher-
ence times. While the manufacturing poses signif-
icant challenges, the enormous investments of the
semiconductor industry in technological develop-
ments of Si-based circuits has led to a highly ad-
vanced technology base for this system.

One of the main challenges of this approach is the
placement of the individual donor atoms, which
should occur with atomic precision. Significant
progress has been made in this direction by pattern-
ing the surface with a scanning tunneling microscope
and subsequent overgrowth [240].

To meet the di Vincenzo criteria, it is necessary to
initialize the qubits. This cannot be done by simply
cooling the system to the ground state: The Boltz-
mann factor for electron spins at a temperature of 0.1
K, in a magnetic field of 2 T, is close to 1. For the
nuclear spins under the same condition is ⇡ 5 ·10�3

- clearly too low for initialization of the qubit into
the ground state.

Figure 12.4: Initialization of the 31P qubit. Blue is
the electron spin, red the nuclear spin.

While thermal polarization is not sufficient to ini-
tialize the nuclear spin qubit, it can be used to ini-
tialize the electron spin. From the state, where both
qubit states are equally populated, initialization into
the ground state can be achieved by applying a mi-
crowave pulse to the transition between the | "#i $
| #"i states. From this state, thermal relaxation will
primarily populate the | ""i state, thus enhancing the
population of the |0i state of the qubit. The rmain-
ing population, which decays into the |1i state of the
qubit, can be excited again, until the vast majority

176



12 Solid State Quantum Computers

of the atoms have accumulated in the logical ground
state.

Barrier

Si
31P qubit

J Gate

Figure 12.5: Principle of operation of J-gates.

While each A-gate operates on the transition fre-
quency of an individual qubit, the J-gates are de-
signed to affect primarily the interaction between
two qubits. For this purpose, it draws electron den-
sity of both neighbouring qubits into the region be-
tween them. The resulting overlap between the two
electron densities results in a spin-dependent ex-
change interaction. Through the hyperfine interac-
tions of both qubits, this also mediates an effec-
tive exchange interaction between the nuclear spin
qubits. The strength of this interaction is of the or-
der of 75 kHz.
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Figure 12.6: Conversion of |0i state to electronic sin-
glet state.

Another requirement is the detection of the individ-
ual spins. Proposals for this purpose exist. They all
involve some conversion of the nuclear spin qubit
states to electronic states. This can start, e.g., with
a sweep of the coupling constant between the qubit
electron and a readout electron, controlled by a J-
gate. Depending on the state of the nuclear spin,
the electron spin pair ends up either in the singlet
or in one of the triplet states. The singlet state can
then be converted into a charge state, by transfering

the electron to the readout donor. According to the
Pauli principle, this is only possible for the singlet
state, but not for the triplet state. The charge state
can then be detected via a single electron transistor
[239, 241]. In a related experiment, the signature of
a single 31P nuclear spin was measured in a Si-FET
[242]. In a slightly different system, the coherent
evolution of an ensemble of 31P nuclear spins was
measured [243]. It remains to combine the coherent
evolution with the single spin detection.

12.1.4 Si/Ge heterostructures

Ge
Si0.23Ge0.77 barrier
Si0.15Ge0.85
Si0.4Ge0.6
Si0.23Ge0.77 barrier
n-Si0.4Ge0.6 ground plane
Si-Ge buffer layer
Si substrate

Figure 12.7: A proposal for a 31P qubit on the basis
of a SiGe heterostructure.

The concept of using donor atoms in silicon can also
be modified by using Si/Ge heterostructures [244],
rather than bulk Si. An attractive feature of such
heterostructures is that the g-factor of the electron
spin depends on the material. Using electrodes, the
electrons can be pushed into the Si or Ge material,
thereby changing their resonance frequency and pro-
viding addressability for single-qubit gates.

4 qubits2 qubits

Figure 12.8: Electrostatically confined electron
qubits in a Si/SiGe quantum well.
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Friesen [245] goes into another direction: he pro-
posed to define the qubits by electrostaic confine-
ment of electrons in Si / SiGe quantum wells.

Using donors in silicon may not require patterning
on the nm scale. Using random doping and tailored
optical excitation, it may be possible to control at
least small groups of qubits [246]. In this proposal,
the qubits would be the spin states of deep donors,
like Si:Bi. An additional control impurity, e.g. Er,
would be excited by a suitable laser. Depending on
its electronic state, its wavefunction would overlap
with the qubits and thereby mediate a coupling be-
tween them. This proposal obviously requires a sig-
nificant amount of fine-tuning for every qubit and
control impurity. However, to some degree such fine
tuning will be required for every nanofabricated de-
vice, since the parameters of every artificial structure
vary to some degree.

A scheme that is intermediate between liquid state
NMR and the single-spin solid state NMR approach
is the “crystal-lattice quantum computer" [247, 248,
249], where arrays of identical nuclear spins are used
as a single qubit. Compared to liquids, these solids
offer the possibility of increasing the spin polariza-
tion, not only by lowering the temperature, but also
by polarization transfer from electronic spins, e.g.,
by dynamic nuclear polarization. Addressability of
individual qubits could be obtained by a strong field
gradient produced by a micrometer-sized ferromag-
net. Furthermore, solids are required for some de-
tection schemes that offer higher sensitivity than the
usual inductive detection [250].

12.1.5 N@C60

Among the most attractive qubit materials are the en-
dohedral fullerenes N@C60 and P@C60 [251]. The
endohedral atom is trapped inside the highly sym-
metric fullerene molecule, which can be considered
a nanometer-sized trap for a neutral atom. The nitro-
gen atom has an electron spin of S=3/2, while the nu-
cleus has spin I=1 (for 14N or I=1/2 for 15N and 31P).
In the context of quantum computing, the main in-
terest in them arises from the possibility to use them
as room-temperature, nanometer-sized traps for neu-

Figure 12.9: Array of N@C60 molecules forming a
quantum register.

tral atoms [252]. In particular, nitrogen and phos-
phorous atoms are attractive candidates, which are
hard to trap with other methods. Their p-shell is half
full, which results in a total electron spin S = 3/2.
The electron spin is coupled to the nuclear spin by
haperfine interaction. The relevant Hamiltonian pf
the spin system can be written as

HS = gµB~B0 ·~S � gn~B0 ·~I +A~S ·~I.

Here, ~S is the electron spin,~I the nuclear spin, g, µB
and gn are the electron g-factor, Bohr’s magneton and
the nuclear gyromagnetic ratio, ~B0 is the magnetic
field and A the hyperfine coupling constant. For the
atoms trapped in a C60 molecule, the corresponding
values are

nucleus spin / h̄ A/MHz
14N 1 15.88
15N 1/2 22.26
31P 1/2 138.4

Using the electronic as well as the nuclear spin de-
grees of freedom allows one, in principle, to encode
up to three qubits in each molecule.

Fig. 12.9 shows a possible use of these molecules
as qubits: each C60 molecule acts as a trap for a
nitrogen or phosphorus atom, whose spins encode
the quantum information. The major properties that
make this system so attractive for quantum informa-
tion processing is that (i) the spins have very long
lifetimes, with the longitudinal relaxation time T1 ex-
ceeding 1s at low temperature [253] and (ii) they are
easier to manipulate. It would be possible, e.g., to
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deposit them on the surface of a suitable material,
such as silicon, and manipulated by a scanning tun-
neling microscope [254].

Wires
(not to scale)

Figure 12.10: Scheme for resonant addressing of
N@C60 molecular spins: the wires
cary copropagating currents, which
shift generate a magnetic field gradi-
ent superimposed over a static external
magnetic field.

Gate operations can be performed by resonant mi-
crowave pulses applied to the electron spins and
radio-frequency pulses applied to the nuclear spin
transitions [255]. Addressing of the individual
molecules can be achieved, e.g., by applying a mag-
netic field gradient that shifts the resonances of the
individual molecules [256]. By depositing copper
wires on the Si surface and running currents of the
oder of 1 A through two parallel wires generates a
magnetic field that combines with the homogeneous
background magnetic field to a magnetic field gradi-
ent that between the two wires, as shown schemati-
cally in Fig 12.10. For a distance between the wires
of the order of 1 µm, the resulting gradient would
be of the order of 4 ⇥ 105 T/m. For two N@C60
molecules separated by 1.14 nm (the diameter of the
molecules), this results in a frequency splitting of
12.7 MHz. This should allow precise qubit address-
ing in frequency space. If laeger distances are cho-
sen between the molecules, the frequency difference
is correspondingly larger.

One major difficulty of the system is that the magntic
dipole couplings between the molecules are static,
i.e. they cannot be switched as required by the algo-
rithm. This problem can be solved by using the elec-
tron and nuclear spin for encoding a single logical
qubit. Figure 12.11 shows the relevant energy level
scheme for the the 15N@C60 or 31P@C60 electron-
nuclear spin system. The four nuclear spin transi-

tions and the electron spin transitions are split by the
hyperfine coupling of 22 or 138 MHz.

Figure 12.11: Energy levels of the 15N@C60 or
31P@C60 electron-nuclear spin sys-
tem. I refers to the nuclear spin, S to
the electron spin.

Using both degrees of freedom allows one to store
the information in the nuclear spin degree of free-
dom. Since the nuclear spin couples only weakly
to other degrees of freedom, the quantum informa-
tion stored in it has a long lifetime. It is also effec-
tively isolated from the other molecules, since the
magnetic dipole-dipole couplings between nuclear
spins is ⇡ 109 times smaller than that between elec-
tron spins. When the algorithm requires an active
coupling between two qubits, it can be generated by
switching both qubits into the electron spin degrees
of freedom, thereby switching the coupling on. The
two-qubit operation is then performed on the elec-
tron spins and the qubits are switched back to the
nuclear spins when the gate operation is complete
[256, 252? ].

While several elements of this scheme have been
tested, the readout of the qubits remains a significant
challenge. Experimental evidence [257] shows that
it is possible to electrically contact individual mag-
netic N@C60 molecules and measuring spin excita-
tions in their electron tunnelling spectra. The tun-
nelling spectra allow the identification of the charge
and spin states of the molecule. If such measure-
ments can be combined with the other elements, a
quantum computer based on endohedral fullerenes
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appears possible.

12.1.6 Rare Earth Ions

The electronic properties of rare earth ions, i.e. the
elements from Lanthanum (Z = 57) to to Lutetium
(Z = 71) distinguish them from almost all other ele-
ments. The states that are responsible for these spe-
cial properties are the partly filled 4 f orbitals. The
relevant transitions that fall into the visible or near-
IR range of the spectrum are all forbidden by parity
and often also by spin selection rules. This results
in long lifetimes and narrow natural linewidths [? ].
Furthermore, the states are only weakly affected by
crystal field effects, which results also in realtively
small inhomogeneous broadening. These properties
have fascinated physicists working in atomic spec-
troscopy as well as physicists and engineers inter-
ested in optical data storage [258] or optical data
processing [259]. Rare earth ions were also found
to be useful qubits for quantum information process-
ing, either stored in electromagnetic traps also [260]
or as dopant ions in dielectric crystals [261].

An additional use for rare earth ions in solid mate-
rials came with the search for quantum memories
[262]. These devices must store the complete quan-
tum state of a photon in a suitable material for times
of µs to s [263, 264]. For this purpose, it is neces-
sary to convert ’flying qubits’ into stationary qubits
and vice versa. This is achieved when the photon in-
teract with an optical transition. These processes can
not only proceed directly, thay can also be assisted
by different experiemntal techniques, such as elec-
tromagnetically induced transparency (EIT) [265].
Compared to conventional optical storage, quantum
memories require storage of the complete quantum
state of a photon. This is nontrivial, since it is not
possible to convert the quantum state into classi-
cal information; this is usually specified in terms of
the “no-cloning theorem” Wootters and Zurek [42].
Quantum storage thus requires that not only the pop-
ulations of the relevant states are conserved, but also
the relative phases between them. This requirement
is extremely difficult to meet in almost all solid-state
materials, with crystals containing doped rare-earth
ions as the major exception [266, 267, 262]: due to

their electronic structure, the optical dephasing times
are unusually long.

The materials used for this purpose are mostly based
on Pr3+ or Eu3+ substituting for La3+ or Y3+, such
as Pr:La2(WO4)3, Pr:YAlO3, or Pr:Y2SiO5. Rele-
vant criteria include the accessibility of suitable tran-
sition frequencies by available lasers, the linewidth
of these transitions, the lifetimes of the electronic
and nuclear spin states, the transition strengths and
absorption depths for a given amount of doping.
High levels of doping can generate stress in the crys-
tal and therefore broadening of the resonance lines,
in particular if the ionic radii of the host and guest
ion differ significantly.
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Figure 12.12: Energy levels of the Pr3+ ion substi-
tuting for Y3+ in YAlO3.

Fig. 12.12 shows, as a typical example, the simpli-
fied energy level scheme of the Pr3+ ion substituting
for Y3+ in an YAlO3 crystal. Among the many pos-
sible optical transitions, that between the 3H4 elec-
tronic ground state and the 1D2 electronically ex-
cited state is easily accessible by high-resolution ring
dye lasers, with a transition energy of 16375 cm�1,
which corresponds to a wavelength of 610.7 nm. The
highly degnerate states of the free ion split in the
presence of a crystal field. At the same time, the
crystal field also quenches the orbital angular mo-
mentum of the electrons. On a much smaller energy
scale, the states split further due to the interaction of
the nuclear spin with external magnetic fields and the
nuclear quadrupole moment with the electric field
gradient tensor of the crystal. Both inteactions are
enhanced by the second-order hyperfine interaction.
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Laser Input Opt. 
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Echo Time

Figure 12.13: Photon echo as a short-time optical
memory.

As illustrated in Fig. 12.13, the simplest optical stor-
age scheme can be realized as a photon echo: Ab-
sorption creates a superposition state of two elec-
tronic states |gi and |ei, which contains the informa-
tion about the quantum state of the absorbed photon.
The inhomogeneous dephasing in the material can
be reversed by an echo pulse, resulting in the emis-
sion of a photon at a later time, in a direction which
is determined by the directions of the incident pulse
and the refocusing pulse. This simple photon echo
experiment has several limitations: its efficiency is
quite small - only a few percent of the incident light
is typically recovered, the rest is lost to absorption,
and the storage times are relatively short. Differ-
ent solutions have been proposed for these problems
[268, 269, 270, 262, 271], and a number of these
improvements have been tested experimentally (see,
e.g. [272, 273]). The ultimate goal is to store the
state of a single photon with fidelity close to unity
for a time of the order of seconds.

Rare earth ions can be used not only for informa-
tion storage: once the information has been input
into the system, it can also be processed by the
usual quantum gate operations. Optical pulses as
well as radio frequency fields can be used to gen-
erate the quantum logical gate operations. In the
form of trapped atomic ions, rare earth ions were
relatively quickly adopted for quantum computing
applications (see, e.g., [274]). Rare earth ions in
solid state materials offer in principle the same po-
tential [275]. Compared to many other solid-state
systems, they can be operated at relatively “warm”
temperatures close to 4.2 K. The optical as well as
the magnetic dipole degrees of freedom offer many
possibilities for generating gate operations. A num-

ber of demonstration experiments has verified this
potential. Important milestones include the demon-
stration of optical coherence lifetimes of 4.4 ms in
Er3+:Y2SiO5[276]. Significantly longer coherence
lifetimes can be achieved, if the phase information is
transferred from the optical transition to a hyperfine
transition, where coherence lifetimes of several sec-
onds can be achieved with suitable techniques [263].
All these experiments involve the use of coherent
magneto-optics, discussed in the following subsec-
tion.

The transfer of the information from the electronic
degrees of freedom into the nuclear spin state in-
creases the lifetime by several orders of magni-
tude. Even more important, however, is that it
now becomes easier to use established experimental
techqniques for further extending the lifetime. The
main limitation for the decay of quantum informa-
tion stored in the nuclear spin degrees of freedom
of rare earth ions are the magnetic flutuations of
the environment. Their influence can be suppressed
by different techniques, including the application of
suitable magnetic fields, which suppress the effect
of magnetic field fluctuations on the transition fre-
quency to first order [277], or by sequences of radio-
frequency pulses that refocus the depahsing induced
by the environment [278].

Figure 12.14 summarizes some results on the storage
of optical states. The left hand panel shows a series
of photon echoes, measured with a p/2 � t � p � t

sequence. The decay of the echoes with increasing
pulse separation can be fitted as an exponential decay
µ e�4t/T2 with a dephasing time T2 = 9.34 µs. This
corresponds to the lifetime of quantum states in the
electronic degrees of freedom for this material.

We also implemented the transfer from the electronic
to the nuclear spin degrees of freedom. The black
curve in the right-hand side panel of Fig. 12.14, la-
beled ’FID’ shows the decay after the transfer.

This decay is dominated by magnetic interactions
and can be refocused either by a simple refocusing
pulse (’Hahn-echo’ in Fig. 12.14) or, more effec-
tively, by a series of pulses (points labeled ’CPMG’
in Fig. 12.15. Clearly, these refocusing techniques
extend the lifetime of the coherence in the material

181



12 Solid State Quantum Computers

Laser Input Opt. 
refocusing

Echo

Time / µs
0 2 4 6 8 10 12 14 16La

se
r 

pu
ls

es
Ec

ho
 s

ig
na

l

Pr:LaWO, B0=0, T≈1.7K

Figure 12.14: Experimentally measured photon
echoes in Pr3+:La2(WO4)3 as a
function of the delay between the
pulses. The fitted curve corresponds
to a dephasing rate of T2 = 9.34 µs.
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Figure 12.15: Increase of the lifetime of nuclear spin
coherence by several orders of magni-
tude, using either Hahn-echos or the
Carr-Purcell-Meiboom-Gill sequence.

by more than 5 orders of magnitude.

12.1.7 Molecular Magnets

Molecules containing clusters of transition metal
ions have also been proposed as possible qubit sys-
tems [279]. The ions in these “molecular magnets”
are strongly coupled by exchange interaction and
have large total spins. Examples include clusters
like Mn12 [280, 281] shown in Figure 12.16 and Fe8
[282] with total spin S = 10. The spin interacts with

Mn

O

Figure 12.16: Mn12O12 cluster, forming the central
part of a “molecular magnet” qubit.

its anisotropic environment, resulting in a large zero-
field splitting energy

HZF = �DS2
z ,

which stabilizes the ground states with mS = ±S.
In most cases, the environment does not have axial
symmetry and the Hamiltonian therefore contains an
additional anisotropy term,

HZF2 = �DS2
z �E

1
2
�
S2

+ +S2
�
�
.

If a magnetic field is applied along the z-axis, the
total Hamiltonian becomes

Hmm = �DS2
z �E

1
2
�
S2

+ +S2
�
�
� h̄wLSz. (12.1)
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Figure 12.17: Energy levels of an S = 10 sys-
tem, corresponding to the Hamiltonian
(12.1), with E/D = 0.05.

As shown in Fig. 12.17, this completely lifts the deg-
neracy of the system. The 2S + 1 eneregy levels of-
fer a wide range of possible schemes for storing the
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quantum information in this system. However, since
the energies are spread over a range of > 100GHz h̄,
it is an enormous challenge to implement coherent
control for the complete system. As an alternative, it
was proposed to use only the two lowest energy lev-
els, corresponding to mS = ±S. This does not elimi-
nate the challenge of implementing coherent control,
however, since these states are not directly coupled
by a magnetic dipole transition.

A major challenge of these systems for quantum in-
formation applications is the coupling between the
molecules and their environment, which leads to rel-
atively fast decoherence, compared to the more rigid
solid-state systems discussed above. For some sys-
tems, it is possible to deposit them as monolayers on
a surface (often gold layers, see, e.g. [283]), without
significantly changing their magnetic properties.

12.1.8 The NV�-center in diamond

N

V

1 µm

Figure 12.18: Structure of the N/V center in dia-
mond. The right-hand side repre-
sents an image of a diamond surface,
recorded by a scanning confocal mi-
croscope. Each bright spot represents
a single N/V center.

Diamond has a number of well characterized defects,
of which the most prominent one is the nitrogen-
vacancy center [284, 285]. It consists of a nitrogen
at a carbon site and an adjacent vacancy, i.e. a miss-
ing carbon. The electrons of the defect combine to
an S = 1 total spin. The attractive properties of this
center include the long coherence times at room tem-
perature, and the special optical properties: the pho-

tostability is very high, allowing experiments on sin-
gle centers for months.

For the purpose of this section, we will not discuss
bulk experiments on N/V centers, but only experi-
ments with single centers. Each of the bright spots in
the right-hand part of Fig. 12.18 represents a single
N/V center. While it is not possible to determine this
from the image alone, which was taken by scanning
confocal microscopy with a resolution of ⇡ 300 nm,
it is possible to estimate it from the observed count
rate. A much cleaner signature, however, if obtained
by measuring the correlation function of the arrival
times of the photons on the detector. If we measure
the delays t between the arrival times of individual
photons, we find that the probability to detect a sec-
ond photon immediately after the first drops to zero
for short times [286]. This is easy to understand by
considering that after the emission of a photon, the
center is in the ground state and cannot emit another
photon until it has absorbed one.
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Figure 12.19: Photon correlation function for a sin-
gle N/V center.

Fig. 12.19 shows an example: the emission rate
drops almost to zero for short delays, and it takes
⇡ 15 ns for the emission probability to rise again to
its average value. This rise time decreases with in-
creasing laser intensity.

Initialization as well as readout rely on absorption-
emission cycles between the 3A2 electronic ground
state and the 3E electronically excited state, whose
zero phoonon line has a wavelength of l0 = 637nm.
The phonon sidebands can be excited by green laser
light (e.g. l = 532 nm). Between these two elec-
tronic triplet states are two singlet states, which
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can be populated by intersystem crossing processes.
These processes are spin dependent. Pumping the
system for ⇡ 0.5 µs with 1 mW of green laser light
leaves it with high probability in the mS = 0 spin
state. When the system is in the mS = 0 state, the
scattering rate for unpolarized green light is about
twice that of the mS = ±1 states, which allows a
relatively straightforward detection of the individual
spin states.

In the absense of a magnetic field, the mS = ±1 spin
states are degenerate, but separated from the mS = 0
state by the zero field splitting of D = 2.87 GHz. A
magnetic field lifts the degeneracy of the mS = ±1
states. In addition, the electron spin is coupled to
the nitrogen nuclear spin (usually 14N, I = 1) and
to a those carbon sites that are occupied by a 13C
isotope (I = 1/2) with a hyperfine coupling constant
that starts at 130 MHz for the carbon sites adjacent
to the vacancy and decreases with the distance [? ].
The most important terms in the ground-state Hamil-
tonian of the NV defect are therefore

H = DS2
z + µ0g~B~S +AN~S~IN +Â

k
Ak

C
~S~Ik

C,

where the sum runs over all sites occupied by 13C
isotopes.
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Figure 12.20: Spectrum from a single N/V center
showing resolved hyperfine couplings
to the 14N and one 13C nuclear spin.

Figure 12.20 shows a typical spectrum: the mS =
0 ! mS = �1 transition of the electron spin is split
by the hyperfine interaction with the 14N nuclear
spin (AN = 2.17 MHz) and one 13C nuclear spin
(AC = 0.58 MHz). Many additional nuclear spins
couple to the electron spin with hyperfine coupling
constants <= 0.3 MHz, which do not lead to re-
solved splittings, but to a broadening of the reso-
nance line.
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Figure 12.21: Refocusing of electron spin coherence
by spin-echo experiments. The curves
in the lower panel show the decay of
the echo amplitude as a function of
the total measurement time for differ-
ent experiments with increasing num-
ber of refocusing pulses.

The decay of electron spin coherence by the hyper-
fine interaction with the 13C nuclear spins can be
refocused by the usual spin-echo experiments. As
shown in Fig. 12.21, a single refocusing pulse, cor-
responding to the Hahn echo, can generate echoes
for delays of up to 10 µs. For longer times, the re-
focusing does not work, because fluctuations in the
environment make the refocusing inefficient. Like
in the case of molecular diffusion, it becomes then
necessary to apply multiple refocusing pulses with
shorter delays between them [84, 287]. As shown by
the other curves in Fig. 12.21, sequences of refocus-
ing pulses can extend the coherence time up to about
1 ms.

The experimental data of Fig. 12.21 show that the
decay is not exponential. The curves drawn through
the experimental points were obtained by fitting a
“stretched exponential” e�(t/T2)b to the experimental
data. For small number of refocusing pulses, the ex-

184



12 Solid State Quantum Computers

ponent is close to 1, but it becomes smaller for larger
number of pulses, indicating a complex dynamics
in the environment. One contribution to this comes
from the Larmor precession of the 13C nuclear spins,
which is sychronized by the microwave pulses ap-
plied to the electron spins. At the start of the experi-
ment, the laser pulse initializes the electron spin into
the mS = 0 state. In this state, the secular part SzIz
of the hyperfine interaction vanishes and the nuclear
spin interacts only with the external magnetic field.
The p/2 microwave pulse then puts the system into
a superposition of the mS = 0 and mS = 1 state. If the
electron is in the mS = 1 state, the nuclear spins inter-
act not only with the external magnetic field, but also
experience an effective field from the electron spin,
which is oriented along the symmetry axis of the NV-
center. If this axis does not conincide with the di-
rection of the external magnetic field, the two states
have different quantisation axes for the nuclear spin
and the microwave pulse creates not only a super-
position of electron spins, but also a superposition
of the nuclear spins, which evolves between the p/2
and p pulse. The refocusing pulse cannot completely
refocus such a time-dependent environment and the
echo amplitude descreases. However, this evolution
of the environment is partly coherent, since the Lar-
mor frequency is the same for all 13C spins. The
environment therefore refocuses after a Larmor pe-
riod and if the electron spin refocusing pulse is ap-
plied at this particular time t = 2p/WC (or a multiple
thereof), the echo amplitude recovers [288, 153].

Defects with similar properties have also been iden-
tified in SiC [289], although they have not been
equally well characterized as the NV defect in dia-
mond.

12.1.9 Single-spin readout

A difficult problem in all spin-based quantum com-
puter concepts is the readout of the result. While
some of the concepts try to simplify this task by
coding the qubits in ensembles of spins, it would
be preferable to be able to read out individual spin.
Several successful single-spin measurements have
been reported that were based on optical readout
[149, 148, 150, 151], or scanning tunneling mi-

croscopy [290, 291]. A number of different ap-
proaches have been proposed [292, 293, 294].

The optical readout of spin is based on the opti-
cal readout of electronic states, but the details are
strongly system-dependent. Early optical readout
experiments concentrated on excited triplet states.
Since the lifetime of the individual triplet states dif-
fers, a resonance microwave field that exchanged
populations between them can “short-circuit" the de-
cay of long-lived states. If a laser drives a transi-
tion from the ground state to an excited singlet state,
some of the molecules undergo inter-system cross-
ing to the lower lying triplet state. Since its lifetime
is rather long, molecules get trapped in this state,
thus reducing the ground state population. The ob-
served fluoresence is a measure of the ground state
population. Resonant irradiation of triplet transitions
changes the fraction of spins in the electronic ground
state and is therefore observed as an increase in the
fluoresence. Optical detection of fluorescence has,
e.g., made it possible to perform and observe quan-
tum gates on individual electronic and nuclear spins
in diamond, using optical excitation of a nitrogen-
vacancy (N/V)-center [295, 152, 153, 296].

Another experimental approach to single-spin detec-
tion uses a scanning tunneling microscope (STM)
[290, 297, 291]. While the details of the experiment
must be considered unknown, it appears that the tun-
neling current contains an oscillating component at
the Larmor frequency if the tip is placed over a para-
magnetic molecule. The oscillating signal compo-
nent is separated from the dc component and fed into
a microwave spectrum analyzer.

By setting the detection frequency to the EPR fre-
quency, it is possible to map the spin density on the
surface. The example shown in Figure 12.22 repre-
sents the signal from four organic radical molecules
(BDPA) that were deposited on a graphite surface
[291]. The right-hand part shows the STM-detected
EPR signal from TEMPO molecules, another stable
radical. In this case, the electron spin couples to the
nuclear spin of the 14N nuclear spin. The hyperfine
interaction splits the EPR resonance into three reso-
nance lines, corresponding to the three nuclear spin
states. A related technique is the mechanical detec-
tion of magnetic resonance [298], which has been
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10 nm

Figure 12.22: Spatial distribution of STM-EPR sig-
nal on graphite surface. The elevated
regions correspond to four adsorbed
BDPA molecules. The right-hand part
of the figure shows the STM-detected
EPR spectrum of TEMPO clusters.
The three resonance lines are due to
the hyperfine interaction with the 14N
nuclear spin [291].

shown to be capable of single-spin detection in suit-
able systems [299].

Both techniques – optical and scanning probe mi-
croscopy – allow for the detection of individual elec-
tronic spins. While this is not a readout of the spin
state, it can be used as such if the spin being de-
tected is not the qubit to be read out, but coupled to
the computational qubit: the coupling shifts the EPR
frequency, allowing one to detect the spin state of
the computational qubit through the EPR frequency
of the readout qubit.

A difficulty of the optical readout is that the spa-
tial resolution is limited by the optical wavelength.
Near-field optical techniques reach better spatial res-
olution, but their collection efficiency is too low for
efficient readout of qubit states. STM-based systems
require mechanical motion, resulting in a slow read-
out process. For an all solid state system, electronic
readout would provide the possibility to eliminate
external optical and mechanical (STM) accessories.
A possible approach is to use single electron tran-
sistors (SET’s), in combination with spin-dependent
tunneling processes [300, 301], but their viability for
single-spin readout has still to be verified.

12.2 Superconducting systems

12.2.1 Basics

Qubits can in principle be implemented as harmonic
oscillators. If we consider an LC oscillator, it can be
described classically by the differential equation

∂

2Q
∂ t2 +

Q
LC

= 0.

Quantum mechanically, this corresponds to the
Hamiltonian

H =
F2

2L
+

Q2

2C
= h̄w0(n+

1
2
).

Qubits made from ordinary electrical circuits would
decohere quickly owing to resistive power loss
[302]. In superconductors at low temperature, how-
ever, electrons bind into Cooper pairs that condense
into a state with zero-resistance current and a well-
defined phase. In superconducting circuits, the po-
tential for the quantum variables of that Cooper-pair
condensate may be changed by controlling macro-
scopically defined inductances (L), capacitances (C),
and so on, allowing the construction of qubits. Like-
wise, the potential may be dynamically altered by
electrical signals to give complete quantum con-
trol. These devices therefore resemble classical
high-speed integrated circuits and can be readily fab-
ricated using existing technologies.

Typical parameters of these systems are dimensions
on the order of ⇡ 10 µm, inductances of 10�10H, ca-
pacitance C ⇡ 10�12F and resulting resonance fre-
quencies w0 ⇡ 2p 16GHz. These parameters de-
pend on the details of the manufacturing process.
It is therefore important to control these parame-
ters precisely, but also to analyze the actual de-
vices and calibrate the required control fields. For
(near-)dissipation-free operation, the devices must
be cooled to <50 mK in a dilution refrigerator. The
thermal energy kBT must be small compared to the
photon energy h̄w0, which again must be small com-
pared to the gap energy D of the superconductor:

kBT ⌧ h̄w0 ⌧ D.
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12.2.2 Charge qubits

Superconducting materials owe their specific proper-
ties to a liquid formed by Cooper pairs, i.e., pairs of
electrons held together by a coupling to lattice vibra-
tions. The pairs have zero total spin and are therefore
Bosons that can occupy a single quantum state sub-
ject to a simple effective Hamiltonian. As shown in
Figure 12.23, typical qubit systems consist of a small
“box" of superconducting material that is in contact
with a reservoir of Cooper pairs through a Joseph-
son junction (i.e., a thin layer of insulating material)
[303]. In addition, a control electrode can change the
electrostatic potential of the box.

Box

Reservoir
Tunnel junction

Control electrode Gate voltage

n n+1

Figure 12.23: Components of a superconducting
qubit (left) and its lowest energy lev-
els as a function of the gate voltage
(right).

The Coulomb energy required to bring a single elec-
tron with charge �e onto a neutral qubit island is
EC = e2/2(Cg +CJ), where Cg and CJ are the capac-
itances to the control electrode and the reservoir. In
addition to the mutual repulsion of the electrons, the
Coulomb energy depends on the potential applied
through the control electrode. Since this energy con-
tribution also depends on the net charge on the box,
it is convenient to write the electrostatic part of the
Hamiltonian as

H0 = 4EC(n�ng)
2, (12.2)

where n is the number of excess Cooper pairs in
the box1 and ng = CgVg/2e parametrizes the control
voltage. The control electrode therefore changes the
number of excess Cooper pairs that makes the island
effectively neutral.

1It is assumed that the box contains no unpaired conduction
electrons. To suppress states with broken Cooper pairs, pa-
rameters can be chosen such that the superconducting en-
ergy gap D is the largest energy scale in the problem.

The so-called charge qubits are defined by the num-
ber n of excess Cooper pairs on the island. Each
n value yields one of the dashed parabolas in Fig-
ure 12.23, showing the quadratic dependence on the
control voltage for each of the Cooper pair number
eigenstates |ni. These states are coupled by Cooper
pair tunneling to the reservoir, represented by the
Josephson coupling energy EJ . Choosing states |ni
and |n+1i as the qubit states (and neglecting all
other states), we can write an effective Hamiltonian
for the qubit as

H = 4
EC

h̄
(1�2ng)Sz � EJ

h̄
Sx, (12.3)

where we have shifted the origin of the energy axis to
the mean of the two states. The pseudo-spin defined
by the qubit therefore interacts with an adjustable
magnetic field along its z-axis that is defined by the
control electrode’s potential, plus an effective field
along the x-axis, which is determined by the Joseph-
son splitting.

An obvious difficulty for this type of qubit is that
the Hamiltonian is not diagonal in the chosen ba-
sis: the transverse field, which is determined by the
tunnel splitting, cannot be switched off. The con-
trol voltage, which affects the longitudinal field, can
be used to apply gates, but the qubits are never in
a completely quiet state where the information does
not evolve. A way to circumvent this problem was
suggested by Makhlin et al. [304]: if the junction
to the reservoir is replaced by a loop with two junc-
tions, the magnetic flux through this loop can adjust
the effective tunnel splitting.

12.2.3 Flux qubits

Rather than encoding the information in the charge
degrees of freedom of small superconducting is-
lands, it is also possible to associate the qubit states
with two states of distinct magnetic flux through a
superconducting ring [305]. Compared to the charge
qubits, flux qubits should offer longer decoherence
times, since they are not subject to electrostatic cou-
plings to stray charges.

Figure 12.24 shows the basic element of a flux qubit,
a superconducting ring with a Josephson junction.
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ΦΦ’ΦEj

Flux Φ

Figure 12.24: A simple flux qubit (left) consists of
a loop that includes a Josephson junc-
tion. The second version allows con-
trol of the Josephson energy by the
flux F0. The total energy forms a dou-
ble well potential as a function of the
flux.

The energy of the system is

Hfl = �EJ cos
✓

2p

F
F0

◆
+

(F�Fx)2

2L
+

Q2

2CJ
,

where EJ is the Josephson energy, F0 = h/2e is the
flux quantum, Fx is an external flux bias, L the self-
inductance of the loop, Q the charge, and CJ the
capacitance of the junction. The first term repre-
sents the Josephson coupling energy of the junction,
which is a periodic function of the flux F through the
loop. The second term is the magnetic field energy
of the flux, and the third the Coulomb energy of the
charge over the junction.

For suitable parameters, the total energy forms a
double well potential, as shown on the right-hand
side of Figure 12.24. The two minima correspond
to the two basis states of the flux qubit, which are
coupled by the junction energy EJ . The longitudi-
nal component of the effective magnetic field is now
determined by the external flux, while the transverse
component depends on the junction energy. In close
analogy to the charge qubit, it is again possible to
tune the junction energy by inserting a small loop
and adjusting the flux through this control loop, as
shown in the center of Figure 12.24.

12.2.4 Gate operations

As discussed above, the Hamiltonians that describe
the charge as well as the flux qubits can be brought
into the form of effective spin-1/2 systems, which are
acted upon by effective magnetic fields. Depending

on the details of the implementation, the components
of this effective field can be changed over a certain
range by suitable control parameters. Two different
approaches have been used to implement gate oper-
ations: the control parameters can be switched be-
tween different values and left there at constant val-
ues for the suitable duration, or they can be mod-
ulated to resonantly excite a transition between the
basis states.

Tuning the 
z-‘ eld’

Gate voltage
En

er
gy

Figure 12.25: Gate operation for a charge qubit.

If dc (unmodulated) pulses are used, the whole pro-
cess of switching the control field on, letting the sys-
tem evolve, and switching back, should be fast on
the timescale of the unperturbed evolution of the sys-
tem. With dc pulses, a coherent superposition of the
two states can be created by initialization of the sys-
tem into the ground state and then suddenly pulsing
the control field to equalize the energy of the two
states [306]. Leaving them in the degenerate states
for a quarter of the tunneling cycle time creates an
equal superposition of the two states. This super-
position remains if the control field is switched off
sufficiently rapidly. These very demanding require-
ments can be relaxed if resonant irradiation is used
[307, 308]. The resulting evolution is then exactly
that of a spin-1/2 under resonant irradiation.

Like in any other implementation, two-qubit gates
require a coupling between qubits. This can be im-
plemented directly between qubits either through the
Coulomb interaction between charges, which yields
a coupling operator S j

zSk
z , in the basis of eq. (12.3),

or through inductive coupling between flux states,
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which can be written in the form S j
ySk

y. For flux
qubits, gate operations can be implemented by suit-
ably time-dependent bias currents [309]: Such two-
qubit gates were demonstrated by Yamamoto et al.
[310], Berkley et al. [311], and by Plantenberg et al.
[312].

For larger systems, it may be advantageous not to use
pairwise couplings, but rather to couple each qubit
to a common degree of freedom, such as an LC os-
cillator. The resulting system has a common “bus"
qubit, in analogy to the trapped ions, where the mo-
tion is used as a common bus qubit. Such a pro-
cedure may simplify the coupling network and also
lower the amount of decoherence introduced into the
system by the gate electrodes.

Apart from the systems discussed here, supercon-
ducting qubits have also been implemented that
are intermediate between the charge and flux qubit.
Choosing such an intermediate state allows one to
optimize, in particular, the decoherence by choosing
the basis states such that the effects of external noise
sources are minimized.

Figure 12.26: Grover algorithm implemented with 2
superconducting qubits.[313]

While early implementations of superconducting
qubits had short coherence times and low fidelity
quantum gate operations, multi-qubit sytems are
now possible that implement full quantum algo-

rithms with useful fidelity. Fig. 12.26 shows, as an
example, an implementation of Grover’s algorithm
using a pair of superconducting qubits [313].

12.2.5 Readout

For charge qubits, readout can be performed for the
charge-type quantum dots by an SET, which is very
sensitive to small changes in the electric field. For
flux qubits, SQUIDs (superconducting quantum in-
terference devices) represent the most sensitive de-
tection device. An early experiment [306] used a
probe electrode that was coupled to the box by a tun-
nel junction, which provides an escape route for ex-
cess electrons in the box: if an excess Cooper pair is
in the box, a tunnel current is registered through the
probe gate. This electrode was also used to initialize
the system into the ground state. In this experiment,
the electrode was permanently coupled to the qubit
box. The escape path for the electrons therefore pre-
sented a significant contribution to the decay of the
coherence in the system. Since the coupling is an ef-
ficient source of decoherence for the system, it will
have to be switched off for an actual quantum infor-
mation processing device.

ΦΦ’ΦEj

Flux Φ

Figure 12.27: Signal from superconducting qubit
undergoing Rabi oscillations as a
function of control charge [306].

In the system displayed in Figure 12.27, Rabi oscil-
lations have been initiated with an intense electrical
field pulse. While the readout is done on a single sys-
tem, it represents an average over a large number of
pulse cycles. The measured quantity was therefore
the probe current, not the number of electrons. It is
proportional to the probability of finding the qubit
in the upper state, from where electrons can tunnel
out into the probe electrode. The oscillation period
is given by the tunnel splitting, which can be tuned
with the flux f through the loop that includes the two
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tunnel junctions between the reservoir and the box.
It agrees with the splitting that was measured by mi-
crowave spectroscopy. At larger offsets, the cycle
Rabi frequency increases, but the oscillation ampli-
tude decreases. To reduce noise, the experiment was
performed at a temperature of 30 mK in a dilution re-
frigerator. Coherent dynamics of a single flux qubit
have also been observed by [314].

While these readout schemes are destructive (i.e.
they change the state of the qubit), it is also pos-
sible to read out the state nondestructively, using a
dispersive coupling [315, 316]. In these schemes,
the coupling between the qubit and the readout sys-
tem is such that the readout circuit changes the fre-
quency (or phase) of the qubit, but not the popula-
tions. These readout schemes can therefore be con-
sidered as quantum non-demolition measurements
[128, 129].

12.3 Semiconductor qubits

Semiconductor systems have been proposed very
early for implementing quantum information pro-
cessing [317]. One of their main attractions is that
the technological requirements for building devices
that are structured in the nanometer range have been
extremely well developed by the semiconductor in-
dustry. Many of those technologies can be applied
directly to QIP devices.

12.3.1 Materials

Semiconductor materials provide the richest set of
tools for constructing qubits. Some of the proposed
solid state spin based implementations use semicon-
ductor materials in some form and were discussed
in Section 12.1. Here we concentrate on other sug-
gested systems that do not use impurity spins for the
qubit implementation.

The extensive use and associated technology base
for semiconductor materials in conventional elec-
tronics is also one of the attractive features for quan-
tum computing implementations: no other mate-
rial base has a similar range of tools available, not

only for generating structures with dimensions in
the nanometer range, but also for adjusting material
properties like conductivity, potential, bandgap etc.

Apart from the impurity spins discussed in Section
12.1, semiconductor materials offer a range of ad-
ditional possibilities for defining qubits. This in-
cludes excitons, electron spins, nuclear spin, elec-
tric charges, and more. Most of these systems, how-
ever, have only been suggested as implementations
and only a few, if any of them, are likely to be im-
plemented for more than one qubit.

While the group IV materials Si and Ge were mostly
used in implementations on the basis of impurity
spins, III/V materials like GaAs are preferred for
most of the other approaches. Using III/V materi-
als is particularly important for implementations that
use optical excitation or readout, which requires di-
rect bandgap materials. In addition, the high elec-
tron mobilities that can be reached in high-purity 2D
electron systems, promise slow decoherence.

One possible basis for semiconductor qubits are
quantum dots, i.e., structures that confine electrons
in three dimensions in such a way that the energies
become discrete. Typical sizes of these structures
range from 5 to 50 nm.

Figure 12.28: Two coupled quantum dots as qubits;
left: schematic representation; right:
transmission electron micrograph;
height of dots is 1–2 nm, dot sep-
aration 4 nm, dot radius 8–12 nm
[318, 319].

Quantum dots form spontaneously when some semi-
conductor materials are deposited on a substrate with
a different lattice constant, e.g., during the growth of
InAs on a GaAs substrate. The difference in lattice
constant implies that the material grown on top is
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significantly strained. The elastic energy associated
with this strain can be minimized if the layer grows
not as a film, but assembles into islands; this process
is called Stranski–Krastanow growth.

Stopping the growth process at the right moment
leaves an assembly of mesa-like structures behind,
whose dimensions can be adjusted to match the
range where quantum confinement effects are sig-
nificant. If additional layers of GaAs and InAs are
grown over the quantum dots, the dots in the second
layer tend to align with the existing dots. One has
therefore a good chance to obtain coupled dots, as in
the example shown in Figure 12.28.

Figure 12.29: Electrostatically defined quantum dot
pair. [320]

Quantum dots can also be defined electrostatically.
By variing the electrostatic potential, it is then pos-
sible to define quantum states that correspond to dif-
ferent numbers of electrons in each quantum dot and
use these states as computational basis states [320].

12.3.2 Excitons in quantum dots

The confinement of the electrons in the quantum dots
makes the energy levels discrete, thus offering the
possibility of using them for encoding quantum in-
formation. One possibility is to use excitonic states
[321, 318], i.e., electron–hole pairs, which are cre-
ated by the absorption of light. The energy Eex of
excitons is determined by Eex = Eg � Eb, where Eg
is the bandgap and Eb the binding energy of the
electron–hole pair.

Using an exciton in a pair of coupled qubits, quan-
tum information may be encoded into the electron

Dot 1 Dot 2

|00>

Dot 1 Dot 2

|01>

Dot 1 Dot 2

|10>

Dot 1 Dot 2

|11>

Physical
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Logical
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Figure 12.30: Possible encoding of two qubits by a
single electron–hole pair in two quan-
tum dots. State |0i is identified with
the particle being in dot 1, state |1i
with the particle in dot 2.

and hole being in one or the other quantum dot: iden-
tifying the logical |0i with the left quantum dot, the
four states shown in Figure 12.30 correspond to |00i,
|10i, |11i, and |01i, respectively. At a separation
of 4–8 nm, the electron wavefunctions of the two
quantum dots overlap, allowing electrons and holes
to tunnel between them. The eigenstates are there-
fore the symmetric and antisymmetric linear combi-
nations that are observed in the photoluminescence
spectrum.

The excitons are usually generated by a short laser
pulse. For single quantum dots, this process can be
made coherent, as indicated by the observation of
Rabi oscillations [322, 323]. Using the presence or
absence of an exciton in a single quantum dot as the
qubit, Bianucci et al. demonstrated a single-qubit
Deutsch-Jozsa algorithm [118]. If two excitons are
present in the same quantum dot, their interaction al-
lows one to implement two qubits. Gates can again
be performed by optical excitation, with different
frequencies for the different transitions [324].

Readout of excitonic states is relatively straightfor-
ward in principle: the electron–hole pairs recombine
after a time of the order of 1 ns [325], emitting a pho-
ton that can be detected. The wavelength of the pho-
ton indicates the state occupied by the particles be-
fore their decay. Depending on the coding scheme,
the eigenstates of the system, which determine the
photon wavelength, may not be the qubit states, but a
modification of the algorithm could still make use of
the information gained from the photoluminescence
data. Unfortunately, the recombination destroys the
quantum information stored in the exciton and the
probability that the photon emitted by the electron–
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hole pair is subsequently detected is too low to al-
low for reliable readout in a single event. Instead
of detecting an emitted photon, it is also possible to
convert the photoexcited electrons into free carriers,
which can then be detected electrically [323].

12.3.3 Electron spin qubits

Using the spin degree of freedom rather than the
charge has two essential advantages. The Hilbert
space consist only of the two spin states, thus min-
imizing any “leakage" of quantum information into
other states. Second, while the lifetime of an exci-
ton is limited by radiative recombination to ⇡ 1 ns
[325], observed spin lifetimes have increased from
microseconds [326] to milliseconds [327].

Compared to nuclear spins, electron spins offer
stronger couplings to magnetic fields and therefore
faster gate operation, and they may be controlled by
electric fields also [328]. The advantages of elec-
tron spins (fast gates) and nuclear spin (slow deco-
herence) may also be combined by storing the infor-
mation in nuclear spin and switching it into electron
spins for processing [329].

Specific spin states of electrons in quantum dots can
be created either by optical excitation with circularly
polarized light or by spin injection [330, 331, 332,
333] from magnetic materials. Manipulation of the
spin states can be achieved either optically, by mi-
crowave pulses, or electrically. In the case of op-
tical excitation, one uses Raman pulses that couple
one of the qubit states to virtual states in the vicinity
of trion2 states [334, 335]. If the Raman laser field
is kept well off-resonance, it creates only little ex-
cited state population and the associated decay rate
remains small. Electrical excitation is possible if the
quantum dot structures are defined by electrostatic
potentials. Modulation of the potentials then mod-
ulates the tunnel splittings, which may be exploited
for logical gate operations [336]. Coupling to the
magnetic moment of the spin, it is also possible to
drive the system by resonant microwave fields [337],
in close analogy to NMR experiments.

2A trion consists of an electron plus an exciton, i.e. two elec-
trons and one hole in a bound state.

The disadvantage of the III/V materials for spin-
based qubits is that the natural abundance materials
all have nuclear spins with which the electron spin
interacts via the hyperfine interaction

Hh f = Sz Â
k

AkIk
z ,

where we have assumed that the electron spin is
quantized in a strong magnetic field k z. The sum
runs over all nuclear spins Ik and the hyperfine cou-
pling constant Ak is proportional to the electron den-
sity at the location of the corresponding nucleus.
While the interaction of the individual nuclear spin
with the electron is relatively weak, the number of
interacting nuclei is very large. As a result, the com-
bined interaction of the nuclear spins within the en-
velope of the electron wave function generates an ef-
fective magnetic field BN ⇡ hÂk AkIk

z i. This “nuclear
field” adds to the Larmor precession of the electron
spin with frequencies in the GHz range. Since the
orientation of the nuclear spins is not constant in
time, this effective field fluctuates and leads to a loss
of coherence. This is a much smaller problem in Si,
where the most abundant species does not have a nu-
clear spin and therefore does interact with the elec-
tron spin. Readout of electron spin qubits can be per-
formed by converting the spin state to a charge state
and using single electron techniques for readout or
optically, e.g. by Kerr rotation measurements [338].

In contrast to silicon-based systems, where isotopi-
cally enriched 28Si material is free of nuclear spins,
GaAs has three nuclear isotopes with spin I=3/2.
Electron spins therefore always are subject to hyper-
fine interaction with the nuclei over which the elec-
tron wavefunction extends. This interaction there-
fore yields a significant contribution to the dephas-
ing of electron spins in GaAs [339, 340].

Readout of single electronic spins presents a signif-
icant challenge. Two approaches are currently in-
vestigated: optical readout, similar as in the case of
excitons, or electrical detection. In the case of opti-
cal readout, the process can be amplified by driving
a transition where, after excitation, the system falls
back into the same initial state, thus allowing one to
scatter many photons [341] and thus increasing the
detection probability. However, in quantum dots, the
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number of photons that can be scattered in this man-
ner is much smaller than for free atoms. Using dis-
persive optical detection, such as Kerr rotation mea-
surements [338], it is again possible to minimize the
disturbance of the electron spin.

In the case of electrical detection, the spin is first
converted into a charge, e.g. by spin-dependent tun-
neling, which is then detected [342, 343]. Like in
superconducting systems, readout may be easier in
intermediate systems that do not rely on individual
spins, but on ensembles with pseudospin, such as
"quantum hall droplets" [344].

Asymmetric QW

|1i
|0i

Figure 12.31: Readout scheme for a spin-qubit in an
asymmetric quantum well.[345]

Friesen proposed a readout scheme for electron spin
qubits in SiGe heterostructures [345]. In the asym-
metric quantum well, an excitation of the electron
from the ground state of the well to the first ex-
cited state shifts the charge laterally by an amount
Dy. This change of the electric charge distriution
can be detected, e.g., by a single electron transistor.
The excitation can be driven resonantly, and since
the frequency depends on the spin state, it can be
made spin-selective.
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